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Abstract


The research reported in this paper examines the impact of positive and negative affectivity on job satisfaction.  Data was collected from two organizations in South Korea, one which manufactures automobiles and the other which provides airline services.  The method of collection was through the use of questionnaires and the resultant data was analyzed by LISREL.  The main conclusion is that, while traditional structural determinants used by many organizational scholars to explain job satisfaction remain important, affectivity variables are also important and should be utilized to supplement traditional analysis.
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The Impact of Positive and Negative Affectivity on Job Satisfaction


The purpose of this paper is to examine the impact of positive and negative affectivity on job satisfaction.  Positive and negative affectivity are, respectively, tendencies to experience pleasant/unpleasant emotional states (Clark & Watson, 1991; Watson & Clark, 1984; Watson & Pennebaker, 1989).  The affectivity variables are dispositions that closely correspond to two of the five main personality variables, namely extraversion (positive affectivity) and neuroticism (negative affectivity) (Judge et al., 2002).  They are different concepts rather than opposite ends of a continuum (Agho et al., 1993), whose impact is mediated by selective perception and/or interpretation.  A pleasant person, for example, is drawn towards positive features in his or her environment as opposed to negative ones and/or interprets ambiguous stimuli in a positive manner.


Job satisfaction is the extent to which employees like their jobs (Vroom, 1964).  The study of job satisfaction has a long history in the study of organizations.  Western Electric Research (Roethlisberger & Dickson, 1939) initiated a sizeable amount of research on job satisfaction, which they labeled ‘morale.’  Later, the work of Smith and her colleagues (Smith et al., 1969) on measurement helped to change this label from ‘morale’ to ‘job satisfaction.’  This paper focuses on a global view of job satisfaction, thus ignoring such facets as pay, co-workers, and so forth.


A sizeable amount of literature supports the impact of positive and negative affectivity on job satisfaction (Brief et al., 1988; Brief et al., 1995; Burke et al., 1993; Cropanzano et al., 1988: Levin & Stokes, 1989; Necowitz & Roznowski, 1994; Staw et al., 1986; Staw & Ross, 1985).  Two types of impact are emphasized.  Firstly, these affectivity variables can either displace or supplement the traditional determinants usually investigated by structurally oriented organizational scholars.  Scholars such as these, conducting traditional research, commonly do not investigate dispositional variables.  Lincoln and Kalleberg (1990), for example, in their investigation on job satisfaction and commitment, focused mainly on such structural variables as differentiation, centralization, and formalization rather than on dispositional variables.  Secondly, and more important, the affectivity variables can contaminate, or bias, the measurements of other determinants of job satisfaction, such as the traditional determinants of structurally oriented organizational scholars.  Since these scholars’ traditional determinants are commonly assessed by perceptual measures (Price, 1997), this potential contamination poses a major threat to the proper explanation of job satisfaction.  Of course, both of these impacts pose serious challenges to traditional investigations.


However, there is also a sizeable amount of literature that presents a skeptical view on the impact of the affectivity variables on job satisfaction (Chen & Spector, 1991; Davis-Blake & Pfeffer, 1989; Moyle, 1995; Munz et al., 1996; Schanbroeck et al., 1992; Schanbroeck & Ganster, 1991; Spector et al., 1988; Spector & O’Connell, 1994; Williams & Anderson, 1994; Williams et al., 1996).  This literature is not totally for or against the importance of affectivity variables.  Typically, it finds some empirical support for one of the two affectivity variables, often negative affectivity, since this is more commonly investigated.  This study, however, examines the impact of both affectivity variables on job satisfaction, and as such is broader than such other typical investigations.  As will be shown, this study seeks in diverse ways to improve on previous investigations into the impact of the affectivity variables on job satisfaction.  This is the basic rationale behind the research that is presented.


A typical investigation of the affectivity variables’ impact on job satisfaction examines the impact of job-stress variables, commonly referred to as the stress-strain relationship.  In this literature, strain is usually indicated by job satisfaction, and job-stress variables are noted as especially vulnerable to contamination by the affectivity variables.  Sometimes autonomy and social support are also investigated, for these variables are believed to moderate the job-stress variables’ impact on job satisfaction (Karasek & Thorell, 1990).  Employees who experience high job stress, for instance, may not be dissatisfied if they have a high degree of autonomy and/or social support.  However, the investigation for this paper examines the affectivity variables’ impact with a causal model of job satisfaction (Agho et al., 1993; Kim et al., 1996; Price, 1977; Price, 2001; Price & Mueller, 1981; Price & Mueller, 1986).  This model includes job stress, autonomy, and social support plus other determinants which may be contaminated by the affectivity variables and which may influence job satisfaction.  This investigation is thus broader than a typical study on the affectivity variables’ impact on job satisfaction – once again, a study that improves on previous investigations on the impact of the affectivity variables.  To reiterate: seeking improvements is what has driven this research.
The Causal Model


The causal model used in this research is based on the work of Price/Mueller and their colleagues at the University of Iowa.  Like the Lincoln and Kalleberg model, the Price/Mueller model is basically a structural explanation.  Since detailed documentation concerning the different components of the Price/Mueller model is contained in a series of other publications, this paper will only present a condensed description of the model.  However, enough information will be presented to enable the reader to grasp the model’s essential elements.  These essential elements must be grasped to understand the results of our research.  This condensed description is justified, because the major thrust of the paper is not directed towards the estimation of a model of satisfaction, but rather towards the affectivity variables’ impact on satisfaction.  The model contains environmental, structural, and psychological variables.


Kinship responsibility and opportunity are the model’s two environmental variables.  Kinship responsibility denotes the existence of obligations to relatives residing in the community.  The emphasis is on close kin – mothers and fathers, for example – rather than on more distant kin, such as uncles and aunts.  Opportunity – the availability of alternative jobs in an environment – is a labor market variable typically emphasized by economists.  The amount of employment is a common measure of opportunity.  In the model, strong kinship responsibility increases and high opportunity decreases satisfaction, respectively.


The core of the model consists of twelve structural variables.  Each of the structural variables is either a reward or a punishment, depending on the form of the variable.  For example, autonomy and routinization are, respectively, a reward and a punishment.


Routinization – the extent to which jobs are repetitive – is a technology variable since it refers to the process of transforming inputs into outputs. The opposite of routinization is often labeled as “Variety”.  This view of routinization is based on the work of Perrow (1967).  Autonomy is a power variable with a narrow focus on the extent of decision-making in the job.  Participation in workgroup decisions, for instance, is ignored by autonomy.  This view of autonomy is based on the research by Breaugh (1989).


This model contains four job-stress variables: role ambiguity, role conflict, workload, and resource inadequacy.  Each of these four variables refers to a situation in which it is difficult to conform to job obligations.  Role ambiguity means unclear obligations; role conflict indicates inconsistent obligations; workload signifies the amount of work to do; and, resource inadequacy notes the lack of means to do the work.  Job stress is viewed from the perspective of the Survey Research Center of the University of Michigan (House, 1981).


There are two social support variables in the model, supervisor and peer.  These refer the instances where an employee can receive social assistance from his/her supervisor and/or peers.  This view of social support also comes from the Survey Research Center (House, 1981).  Historically, social scientists have referred to peer support in discussions on workgroup cohesion and primary groups.


There are two justice variables: distributive justice is the extent to which rewards and punishments are related to job performance and procedural justice is the degree to which norms are applied universally to all employees.  The justice concepts are often investigated in research on the notion of fairness.


Promotional chances – degree of potential vertical mobility within an organization – is closely akin to classic sociological investigations into vertical mobility.  Pay is a variable emphasized by economists and refers to money and its equivalents that employees receive for their services to the organization.  Cash income is the usual measure of pay, since equivalents, or fringe benefits, are difficult to measure.


For the structural variables, satisfaction is increased by high amounts of autonomy, social support, distributive/procedural justice, promotional chances, and pay.  High amounts of routinization and job stress decrease satisfaction.


There are three psychological variables in the model: job involvement, positive affectivity, and negative affectivity.  Literature about involvement (the willingness to exert effort on the job) is often found in discussions on motivation, central life interests, and the Protestant work ethic.  The affectivity variables have already been described.  Satisfaction is increased by high involvement and positive affectivity and decreased by negative affectivity.


Three general assumptions characterize the model.  First, it is assumed that there is an exchange of benefits between the organization and its employees.  If an organization provides good working conditions, the employees, in exchange, will fulfill their job obligations as set forth by the organization.  This view is emphasized by the exchange approach (Gouldner, 1960).  Second, it is assumed that employees will act to maintain a balance of rewards over punishments; for example, if an employee receives a very good outside job offer, he/she will leave unless the organization increases the rewards enough to make them stay.  The greater the balance of rewards over punishments, the better it is from the employee’s perspective.  March and Simon (1958) adopt this type of motivational approach in their classic work on organizations.  Third, it is assumed that employees bring expectations into the workplace and, if these expectations are met, the employees are satisfied.  Expectations are cognitions regarding the nature of the workplace.  The emphasis on expectations comes from the expectancy approach advanced by Mowday and his colleagues (1982).  (Excluded from this paper, to simplify presentation, are some additional assumptions and intervening processes for a number of exogenous determinants.  Price (2000) contains a full statement about the Price/Mueller model.)


The model has three scope conditions.  First, it applies to work organizations, that is, social systems in which employees are paid for their labor.  It is not clear how to explain satisfaction for members in voluntary associations, such as churches or trade unions.  Second, the model applies to organizations in Western societies.  Most estimations for the model and its components have been done in the West and it is not clear how the model will work with regard to Asian societies.  Since this study was done in South Korea, it is, in effect, testing the validity of the second scope condition.  The South Korean samples and sites are a major asset of this study, because there are few comparative studies of the affectivity variables outside the West.  Third, the model applies – for reasons which are not apparent – to employees who work full-time and who plan long-term relationships with their employers.  It is not clear how the model will work for contingent employees.


No demographic variables are used in the model.  It is our belief and that of other researchers that demographic variables do not specify exactly what is producing their hypothesized effects (Price, 1995; Price & Kim, 1993).  Age is an example of such a variable.  If age appears to increase satisfaction, it is not clear what it is about age that produces the increase.  Any number of conditions correlated with increased longevity could produce greater satisfaction.  Variables without clear content such as this cannot be included in models.  However, three demographic variables – age, tenure, and education – are used as controls in the analysis to assess unknown determinants that may impact on satisfaction.  With a perfect model, none of the demographic variables would be significant because its variables would capture all sources of variation.  Although we include the demographic variables, they exist as controls, which is not the same thing as fully incorporating them into the causal model.
Methodology

Two data sets are used in our analysis.  The samples and sites provide two estimations of the affectivity variables’ impact on satisfaction.  It is assumed that two estimations are better than one.  It is also fortunate that the two samples and sites are different, for reasons which will be explained.  It is also assumed that different samples and sites are better than repeated model estimations using identical samples and sites.  This paper consists of the re-analysis of data collected for another purpose.

Study 1


The first data set consists of a sample of employees in an automobile manufacturing company in South Korea (Kim, 1996).  Based on the number of vehicles produced and sold in 1993, the company was South Korea’s second largest automobile company at the time.  The company used to have its corporate headquarters in the capital city of Seoul, two large plants located in Seoul’s suburbs, and it maintained numerous sales department/maintenance offices across the country.  Self-administered questionnaires were distributed in the Summer of 1993 to 2,468 employees in the company; these employees worked at the corporate headquarters, two plants, and twenty randomly selected sales departments/maintenance offices.  In translating the original English questionnaires into Korean, particular attention was given to retain the contextual equivalence between the original and its translation.  The translation, for example, was managed by South Koreans who had received Ph.Ds in sociology in the United States.


The employees returned 1,773 usable responses, the response rate being 71.8 percent.  Females, those whose gender information was missing, part-time workers, and administrative/sales/maintenance workers were eliminated from the analysis, for the most part due to the small numbers represented and/or to make the sample more homogenous.  The exclusion of these personnel, as well as the listwise deleted missing cases, brought the final sample analyzed for Study 1 to 1,289.  This sample therefore consisted of full-time, male, blue-collar workers.

Study 2


The second data set represents a sample of employees in an airline company (Ko, 1996).  This company is the largest airline company in South Korea, with over 16,000 employees.  It has a corporate headquarters in Seoul and maintains dozens of branches across the country.  Judging from sales and production statistics, this company, as well as Study 1’s auto company, is one of South Korea’s Chaebols, or giant business conglomerates.  Self-administered questionnaires were distributed in the Spring of 1995 to a total of 970 employees working at the corporate headquarters.  The back-translation method (Brislin 1970) – in which the English version was translated first into Korean and then translated again back to English – was used to ensure equivalence between the original and its translation.


Of the questionnaires distributed, 619 were returned for a response rate of 63.8 percent.  Exclusion of females and fifteen cases with too much missing data, plus the listwise deletion of missing cases, brought the final sample analyzed for Study 2 to 461.  The sample analyzed in Study 2 consisted of full-time, male, white-collar workers.

Measurement


The model’s affectivity variables were operationalized with items adapted from measures received through correspondence with Watson (see Appendix).  Several researchers (Agho et al., 1993; Kim et al., 1996) have indicated that the measures have acceptable psychometric properties.  Satisfaction, the dependent variable, was measured by six items adapted from the Brayfield and Rothe (1951) scale (see Appendix).  Tapping a global assessment of an employee’s affective response to his/her job, the scale has very acceptable measurement properties (Brooke et al., 1988; Cook et al., 1981; Mueller et al., 1994).


The model’s remaining variables were assessed with widely used organizational measures whose psychometric properties are well documented.  As would be expected, perceptual measures were used to assess the variables - a customary practice in organizational research (Price, 1997).  Except for the composite measure of kinship responsibility and pay, all variables were operationalized by multiple-item scales that used a five-point Likert-type answering format with verbal anchors.  Each scale contained positively and negatively worded items to minimize the effects of subject response sets.


The measures’ discriminant and convergent validity was evaluated by Exploratory Factor Analysis and, if necessary, by Confirmatory Factor Analysis (CFA).  After dropping a few items that exhibited inappropriately weak or double loadings, most of the remaining measures demonstrated discriminant and convergent validity in both studies.  Reliability was assessed by Cronbach Alpha; the results indicated adequate internal consistencies for almost all constructs.  Table 1 presents the descriptive statistics of the concepts, reliability estimates, and sources of the measures.  Both studies, of course, used identical measures.

-----------------------------

Table 1 About Here

-----------------------------

Analysis


Data were analyzed by the maximum likelihood (ML) estimation procedures in LISREL8 (Joreskog & Sorbom, 1993).  LISREL is most appropriate in this research for three reasons: (1) almost all of the model’s variables have multiple indicators; (2) use of latent variables in estimating the model corrects for random measurement errors or unreliabilities in manifest variables; and (3) ML estimation procedures provide a statistical evaluation of the overall goodness of the model fit to the data.


Among the several model-fit statistics provided by LISREL 8, the study uses the Comparative Fit Index (CFI).  The CFI is used because of its robustness for large sample sizes.


The multivariate analysis of LISREL ML estimation requires the fulfillment of a few statistical assumptions.  Two of the most important assumptions – linearity and low multicollinearity – were tested.  Linearity was tested by standard F-tests that decompose linear and nonlinear components; the results indicated no significant deviations from linear association between any independent and dependent variables in either of the studies.  Multicollinearity was tested by the Eigenvalue decomposition method (Gunst, 1983).  The smallest Eigenvalue was larger than .05 in both studies, indicating that problematic symptoms of multicollinearity did not arise among the independent variables.  Additional information pertinent to multicollinearity is provided in Table 2, which presents the LISREL-corrected correlation coefficients for all variables in the analysis.

---------------------------

Table 2 About Here

---------------------------

Results


The following results for Study 1 and Study 2 are presented separately.  For each study, the causal model is first estimated without positive and negative affectivity.  This is the way structurally oriented organizational scholars have traditionally estimated their models, that is, without psychological or dispositional variables.  In Table 3, results for both studies are contained in Model 1.  The next three estimations for each study involve, successively, three additions to Model 1: negative affectivity (Model 2), positive affectivity (Model 3), and negative/positive affectivity (Model 4).  Three estimations are necessary because the results change for each estimation.  Table 3’s results are reported as standardized coefficients (betas).  Degrees of significance – whether .05 or .001, for example - are ignored.  What is important is whether or not a determinant is significant.

-------------------------

Table 3 About Here

-------------------------

Study 1


Model 1. All of satisfaction’s determinants are significant except resource inadequacy and peer support.  A large number of significant determinants is to be expected, since the sample is quite large (N=1,289).  Age, as anticipated, has a positive and significant impact on satisfaction.  Although the model’s quality is not the major focus in this research – what is critical is the affectivity variables’ importance, it is interesting to note that all the signs are as expected: the explained variance is forty-two percent (which is comparatively large), and the Comparative Fit Index is .964 (which is acceptable).  The quality of the model is important, because of the comparative nature of the research; the South Korean samples and sites would not be appropriate if the quality of the model were poor.


Comparison of Models 1 and 2. When the estimation includes negative affectivity, three determinants that were significant in Model 1 become insignificant: kinship responsibility, role conflict, and pay.  This means that these three determinants are contaminated, or biased, by negative affectivity.  Only one of these determinants, role conflict, is a job-stress variable.  As previously noted, job-stress variables typically occupy an important place in the study of affectivity variables.  When negative affectivity is introduced into the analysis, ten of the determinants that were significant in Model 1 remain significant and determinants that were not significant in Model 1 (resource inadequacy and peer support) remain insignificant.  The introduction of negative affectivity would not be expected to produce significance where none previously existed.  However, as anticipated, negative affectivity does decrease satisfaction in a negative manner.  The positive sign and significance for age continues in this comparison.  The explained variance now stands at forty-seven percent – a five percent increase from Model 1 – and the Comparative Fit Index remains basically unchanged.


Comparison of Models 1 and 3. When the estimation includes positive affectivity, three determinants that were significant in Model 1 become insignificant: kinship responsibility, promotional chances, and pay.  These three determinants are thus contaminated, or biased, by positive affectivity.  None of these determinants is a job-stress variable.  Ten determinants that were significant in Model 1 remain significant after the introduction of positive affectivity.  Resource inadequacy and peer support, which were not significant in Model 1, remain insignificant.  As expected, positive affectivity has a positive impact on satisfaction.  The positive sign and significance for age continues.  The explained variance now stands at forty-eight percent – a six percent increase from Model 1 – and the Comparative Fit Index remains almost unchanged.

In short, kinship responsibility and pay are contaminated, or biased, by both affectivity variables.  However, role conflict is contaminated only by negative affectivity and promotional chances is contaminated only by positive affectivity.


Comparison of Models 1 and 4. When the estimation includes both affectivity variables, four determinants that were significant in Model 1 become insignificant: kinship responsibility, role ambiguity, promotional chances, and pay.  Nine determinants are significant in both models.  No insignificant determinants in Model 1 become significant in Model 4.  Both affectivity variables are significant in the predicted directions.  Age continues to have a positive and significant impact on satisfaction.  The explained variance increases to fifty-one percent – an eight percent increase from Model 1 – and the Comparative Fit Index remains almost the same.

Study 2

Study 2 will be discussed with the same order as Study 1.  The results in this study are less complicated than those in Study 1 because fewer determinants are significant.  This is to be expected since the sample size is considerably smaller (N=461).


Model 1. Six and nine determinants are, respectively, significant and insignificant.  The signs for all significant determinants agree with the model, the R2 is fifty percent, and the Comparative Fit Index (.920) is acceptable.  None of the demographic variables is significant.  As in Study 1, the quality of the model is quite acceptable, an important outcome in a comparative study.


Comparison of Models 1 and 2. No changes occur in significance when negative affectivity is added to the analysis.  Negative affectivity is significant and has the anticipated negative impact on satisfaction.  There are no changes in the explained variance, the Comparative Fit Index, or the demographic variables.  In short, there appears to be no contamination.  Since the explained variance did not change, negative affectivity does not add anything of substance to this analysis.


Comparison of Models 1 and 3. The addition of positive affectivity to the analysis produces only one change among the determinants: peer support is no longer significant.  This, of course, indicates contamination by positive affectivity.  Peer support is not a job-stress variable.  Positive affectivity is thus significant and has the expected positive impact on satisfaction.  The explained variance increases five points to fifty-five percent, whereas the Comparative Fit Index decreases slightly (from .920 to .909).  None of the demographic variables is significant.  In brief, only peer support appears to have been contaminated by positive affectivity.  Since negative affectivity did not contaminate any variables, positive affectivity appears to be more important.


Comparison of Models 1 and 4. When the estimation includes both affectivity variables, peer support is no longer significant, the explained variance increases to fifty-six percent (a six percent increase), the Comparative Fit Index declines slightly (from .920 to .905), and the demographic variables still remain insignificant.  What is most interesting is that, among the affectivity variables, only positive affectivity is significant and its sign is as anticipated.  In short, only one determinant (peer support) is contaminated, and positive affectivity is more important than negative affectivity in terms of contamination and net effects.
Discussion


As indicated earlier, the emphasis on positive and negative affectivity poses two challenges to the traditional explanation of satisfaction espoused by structurally oriented organizational scholars.  First, rather than explaining satisfaction exclusively by structural variables, the affective variables offer a psychological explanation.  This psychological explanation can either supplement or displace the traditional explanation.  Second, because measures of traditional structural determinants may be contaminated, or biased, by the affectivity variables, these dispositional variables need to be controlled.  These challenges must now be explicitly assessed given the findings of this study.

It is clear that the affectivity determinants do not displace the traditional structural determinants.  With both affectivity variables included in the estimations, seven and five structural determinants, respectively, in Study 1 and Study 2 continued to be significant.  In short, an extreme position regarding the affectivity determinants’ importance vis-à-vis the structural determinants is clearly inappropriate.  The traditional structural determinants continue to be important.

To say that the affectivity variables fail to displace the structural variables, however, does not imply that the affectivity variables are unimportant.  Consider the following evidence, indicating that the affectivity variables have important impacts on satisfaction.  First, in Study 1, when both affectivity variables were included in the analysis (Model 4), three structural determinants (role ambiguity, promotional chances, and pay) became insignificant, thus indicating contamination.  Kinship responsibility – an environmental determinant – also changed from significant in Model 1 to insignificant in Model 4, again indicating contamination.  In Study 2, one structural determinant (peer support) lost significance when the affectivity variables were included (Model 4).  These examples of contamination clearly indicate the affectivity variables’ importance.  Second, the explained variance increased by eight and six percent, respectively, when the affectivity variables were added to Study 1 and 2.  These increases in explained variance in both studies are critical evidence of the affectivity variables’ importance in explaining satisfaction.  Third, in Study 1, both affectivity variables were significant in the predicted directions.  The beta for positive affectivity (.220) was higher than any other apart from routinization (-.254), a determinant of long-standing importance in organizational analysis.  In Study 2, of the affectivity variables, only positive affectivity was significant, but its beta (.286) was the highest of all betas. Thus, scholars who argue for the importance of the affectivity variables are correct to do so.  Among organizational scholars, this point is most relevant to the research of Brief and his colleagues and Staw; among psychologists, it is most relevant to the research of Clark/Watson and their colleagues.  That is, organizational scholars should incorporate the affectivity variables into their explanations of satisfaction as these variables can supplement traditional investigations.  This incorporation will, of course, necessitate some major changes in traditional investigations, given that these studies ignore dispositional variables.


Past investigations of the affectivity variables’ importance have focused heavily on the job-stress determinants.  It is believed that these determinants are especially likely to be contaminated by the affectivity variables.  The model estimated in this research contained four job-stress determinants: role ambiguity, role conflict, workload, and resource inadequacy.  Of the five determinants which appeared to be contaminated, only one of them was a job-stress variable, role ambiguity.  The remaining four were traditional structural variables.  In short, contemporary research overemphasizes the importance of job-stress variables.  It is thus important to examine the role of the affectivity variables and their impact on satisfaction with the kind of comprehensive model that was used in our research.  Other, simpler models used in much of the research to date have tended to generate misleading results.


In addition to job stress as an exogenous determinant, some investigations of the affectivity variables have also examined autonomy and support.  This study includes autonomy and two types of support, supervisor and peer, as exogenous determinants.  As indicated in the results section, only peer support appeared to be contaminated.  Had this research only focused on job stress, autonomy, and support – the exogenous determinants commonly examined in this field – it would have neglected to account for three important contaminated determinants: kinship responsibility, pay, and promotional chances.  This again emphasizes the importance of investigating the affectivity variables’ impact on satisfaction with a comprehensive model.


Research on the importance of the affectivity variables has typically examined negative affectivity to the relative neglect of positive affectivity.  In this research, we included both affective variables as determinants of satisfaction in Study 1.  However, in Study 2, only positive affectivity was significant.  Our studies indicate, therefore, that positive affectivity is more important than negative affectivity.  This suggests that researchers should examine the impact of both affectivity variables on satisfaction.  This is in line with Watson’s review of related literature (2000), which consistently tests both the positive and negative components of the affectivity variable.

Although model estimation was not the purpose of this research, it is noteworthy that the model estimated works quite well in South Korea, as judged by explained variance, confirmed predictions, and the model fit statistic.  The model’s impressive quality supports the comparative focus of this research.


A final note about age, a demographic variable, is required.  Age was consistently significant in Study 1 but not Study 2.  This means that unknown determinants, not captured by the model, were having an impact on satisfaction in Study 1.  This state of affairs is common in the research tradition in which this study is involved; it takes time to improve models and their measures to eliminate the significance of such demographic variables.
Conclusions


The traditional structural determinants many organizational scholars use to explain job satisfaction remain important; however, the affectivity variables are also important and should be incorporated to supplement traditional structural analysis.  This is especially significant because the traditional explanation of satisfaction as a rule does not use dispositional variables, such as positive and negative affectivity.


These conclusions are solidly based on improvements this research makes on contemporary work that assesses the affectivity variables’ impact on satisfaction.  Six improvements are noteworthy.  First, rather than focusing only on negative affectivity – as much contemporary research does – this study examines the impact of both affectivity variables.  This dual emphasis follows Watson’s lead (2000).  Second, rather than examining the impact of a limited number of exogenous determinants – especially stress, autonomy, and social support – this study uses a comprehensive model of satisfaction.  Third, rather than using partial statistical techniques to estimate the model – as some studies have done (Brief et al., 1988) – this research uses LISREL, which provides a better estimation because it corrects for measurement error.  Fourth, LISREL’s measurement component also provides a Confirmatory Factor Analysis, a powerful measurement technique which assesses the validity of the model’s variables, especially the affectivities.  Fifth, rather than using an inadequate measure of satisfaction – as one of the major studies has (Staw and Ross, 1985) – this research uses a condensed version of the Brayfield-Rothe Index (1951) that has excellent psychometric properties.  Sixth, and finally, this research uses South Korean samples and sites, thereby expanding the scope of research beyond the typically Western-centric focus and bias of other studies.  These six improvements are of major importance, providing a strong empirical foundation for the conclusions reported here and existing as the fundamental rationale behind the research undertaken.


Four issues require investigation.  First, it is not clear why the five variables (kinship responsibility, pay, role ambiguity, promotional chances, and peer support) were contaminated.  There are no apparent differences between these five variables and the others in the model.  Second, it is not clear why positive affectivity was more important than negative affectivity.  Positive affectivity’s importance in this research has added significance, since so much previous work on the affectivity variables has claimed that negative affectivity is the more important of the two.  Many studies, for instance, focus only on negative affectivity.  Third, this research has only investigated satisfaction as a strain variable.  The reason for this emphasis is that most research on the affectivity variables examines satisfaction.  However, there is some research on the affectivity variables and organizational commitment (Cropanzano et al., 1993), and future research should examine commitment as an illustration of strain.  The results for commitment could turn out to be quite different than those for satisfaction.  Fourth, and finally, this research has only investigated two of the big five personality variables.  All of the five should be investigated.  Conscientiousness, for example, seems to be especially promising as a determinant of satisfaction (Judge et al., 2002).


To wrap up, this research, in examining the impact of the affectivity variables on satisfaction, supports the traditional structural explanation of satisfaction used by organizational scholars.  However, the results gathered here also suggest that the traditional structural analysis be expanded to include the two dispositional determinants, positive and negative affectivity.  Although our purpose was not to research model estimation, it is noteworthy that a model devised and estimated in the West works quite well in South Korea.  As we have stated, important issues remain, yet their resolution will surely promote a better understanding of the determinants of satisfaction.
* The authors would like to thank Drs. James L. Price and Charles W. Mueller (Univ. of Iowa) for their helpful comments on this paper.
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APPENDIX

	Variables
	Items

	Positive Affectivity
	I live a very interesting life.®

I usually find ways to liven up my day.®

Most days, I have moments of real fun.®

	Negative Affectivity
	Often I get irritated at little annoyances.®

My mood often goes up and down.®

Minor setbacks sometimes irritate me too much.®

	Job Satisfaction
	I feel fairly well satisfied with my job.®

Most days, I am enthusiastic about my job.®

I like working here better than most other people I know in this company.®

I do not find enjoyment in my job.

I am often bored with my job.

I would consider taking another kind of job.


® Reverse-coded.
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