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The Future of Artificial Intelligence: Impacts on Society, Human 
Values, and Ethics   Keynote speech by Jong Sup Jun at the 
international conference on From Digital Transformation to AI 
Transformation in the Social Sciences, Seoul, Korea, May 27-28, 2025. 

A short introduction about me.  
 As I am not a software or hardware designer specializing in AI machine learning, I will 

present my views on Artificial Intelligence from the perspective of a social scientist trained in 

public administration, political science, and public policy.  

Introduction 

 Artificial Intelligence (AI) has been a leading technology that has significantly influenced 

our lives in recent years, continually growing and becoming increasingly powerful. And the rapid 

transformation of economies, businesses, societies, and human values is evident today. We see the 

use of AI in various applications, including schools, banks, hospitals, smartphones, self-driving 

cars, chatbots, weather forecasts, robots, medical surgery equipment, and warfare. AI scientists 

and salespeople present videos to senior executives and managers to enhance productivity and 

customer service. Top executives and managers may be convinced to learn the benefits of AI 

technology when their organizations adopt it. However, some AI researchers argue that AI 

programs may work well in some cases but do not work as intended to solve the original problem 

(Narayanan & Kapoor, 2024). 

 My presentation addresses three main points: First, to ensure that the benefits of AI align 

with human values and ethical principles; Second, AI programs must be designed to consider 

specific cultures and social contexts; Finally, to ensure human control of AI technology requires a 

close interface between new technology and human intelligence. 
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                                                What is Artificial Intelligence? 

 In 1956, John McCarthy, a computer scientist, coined the term "Artificial Intelligence" at 

the Dartmouth Conference, which he organized, marking a significant milestone in the 

development of AI. This conference, held at Dartmouth College as a workshop, invited a group of 

computer scientists. The participants had agreed to accept Artificial Intelligence as a field 

of study.  

 I believe it is necessary to clarify the difference between Artificial Intelligence and human 

intelligence. Among many explanations, John Lennox provides a good description of AI for us in 

his book, 2084 and the AI Revolution: “AI is the application of mathematical software code to 

teach computers how to understand, synthesize, and generate knowledge in ways similar to how 

people do it. AI is a computer program like any other—it runs, takes inputs, processes, and 

generates outputs...”. (John Lennox, 2024, p.15). Thus, AI refers to making computers and 

machines think and perform. Scientists teach machines to learn, make decisions, and solve 

problems, just like people do.  

 AI generally deals with the analysis of typical human behavior, as presupposed and 

designed by an AI designer. Unlike AI, human interest tends to reflect people’s actions, feelings, 

emotions, consciousness, values, and intuitions. These points will be discussed further in this 

presentation. To ensure justification for my claims about AI, I have searched literature on AI 

subjects. I found that it is impossible to know how many articles, books, papers, and even TV 

podcasts on social media, and not even try to sort out which ones are more important than others 

among the hundreds of materials written and spoken in the media. 
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                                      The Impact on Society and the Global Economy 

 There have been numerous discussions about the impact of AI on society and the world. 

These discussions can be classified into two leading positions: the pros and cons of AI. Both 

arguments are valid because they are interrelated. In the following, I list some of the expected 

benefits and risks that are discussed in the literature: 

 Benefits (positive aspects) of AI: 

        . Impacts on the global economy.  One of the rising interests in AI technology can be seen in 

investors' interest in the stock market. People have invested in technological companies like Nvidia, 

Apple, Alphabet (Google), Microsoft, Meta, Tesla, OpenAI, Palantir AI Technologies, Tempus 

Technologies, Samsung Electronics, Taiwan Semiconductor, Global X AI, etc. These companies 

develop powerful computer chips designed to improve productivity, such as in business 

organizations, factories, hospitals, defense management, etc. 

 According to a recent survey of executives and AI experts, the impact of AI, particularly 

the development of generative AI, is expected to increase global GDP. The McKinsey Global 

Institute estimates that “AI will add between $2.6 and $4.4 trillion in annual value to the global 

economy, increasing the economic impact of AI by 15 to 40%” (MIT Technology Review Insights, 

2024). Furthermore, these companies are investing billions of dollars in developing the 

infrastructure to handle massive data collection centers, increasing the capacity for electrical power 

use, among other initiatives.   

         . Increasing productivity and problem-solving. To solve a targeted problem, AI  

scientists design a software program that predicts the outcome, such as increasing  
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productivity. In the process of creating software, they use a mathematical code system,  

such as assigning numbers and code systems for language usage, so-called algorithms.  

 . Speedy decision-making. The basic assumption of relying on AI machines is to make 

faster decision-making among alternatives derived from a rational analysis of massive data stored 

in the computer. Thus, an AI machine aims to improve human decision-making and increase the 

output performance. A machine will make a final choice, not a human. 

 . Improving customer service. Organizations have adopted AI to enhance communication 

and interaction with clients by understanding human language and responding to their questions, 

such as widely used technologies like chatbots and ChatGPT, which translate the language of a 

customer that a machine can understand. AI machines are supposed to learn selected languages 

chosen by the AI experts. 

 . Increasing use of robots. As I know, the rise of robotics began in the 1950s. Today,  

robots with new technology are used in industrial manufacturing to perform routine tasks,  

such as assembly, welding, and packaging. And the robots perform some medical  

surgeries and are engaged in military functions.  

 . Speeding medical research: AI has been changing the speed of medical research  

to discover unknown factors in the human body. According to Harvard Health Letter (vol.  

49, no.11, 2024), in July 2021, the DeepMind research company, owned by Google, was  

able to determine the “shape of nearly all the human proteins (98%). Overnight, we went  
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from knowing the shape of about 30% of human proteins to knowing the shape of nearly all  

of them.” 

 In summary, many applications of AI technology aim to improve predictive outcomes, as 

AI experts continue to generate new insights.  

Risks (negative aspects) of AI : 

We are increasingly adopting AI technologies in various aspects of our lives. However, 

there are many unintended consequences of AI. For example, the widespread use of 

smartphones has enhanced our communication with others, but at the same time, it tends 

to reduce direct interaction between people as we spend more time looking at our phones.       

While we hear many positive things about AI, there are also significant potential risks to people, 

primarily related to the protection of human values.  

In the following, some risks stem from the AI application: 

 .  Privacy Issue: When a person purchases something online, she or he discloses personal 

data to a company. Although many companies have security systems in place to protect personal 

data and ensure privacy. However, due to the misuse of AI data, such as sharing with other 

companies, security risks are always possible. 

. .  Job Losses and Job Displacement: The efficient use of AI-powered automation to 

increase productivity tends to reduce the number of workers and assign them to untrained positions 

in the company. 
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.   Robotics and the Existential Threat to Humanity. Science fiction and movies depict the 

killing of people, and even the master who commands the robots. They show a possibility of 

dismantling humanity, societies, cultures, and the world.  

 . Lack of Transparency and Accountability: When the software designers develop a specific 

model for a machine, they apply the code system using algorithms. Likely, people in the company 

do not understand the process and the meanings of the codes. When the application doesn’t work 

correctly, who is responsible for correcting the error? In the case of a lawsuit, is the machine 

responsible for causing the problem, the software designer, or the company? 

 . Discrimination and Bias in Applying Data: AI designers might continue to practice using 

existing biased information that results in discrimination in recruitment and social injustice.  

.  AI-powered Voice Cloning: AI-powered voice replication has been beneficial to 

entertainment organizations. They can replicate or alter the original voice of actors and use it for 

multiple situations to meet the commercial demands. When voice cloning is done without actors’ 

permission, knowledge, or compensation, it leads to the unethical practice of business. This 

occurrence certainly is a wake-up call for voice actors to protect their safety and rights. There is a 

movement to influence the political process to make regulations to protect their rights. 

 . Imposters Deceive People: In the world of AI, imposters are everywhere. When someone 

sends you an email or a phone message to offer you gifts, loan forgiveness, free trips, or money 

coupons at a big discount price, it may not be genuine. To get this one-time deal, this person asks 

you to charge it to your credit card soon. Once we provide our personal information, such as our 

credit card number with a security code, the scammer may make unauthorized charges. So, anyone 
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who asks you for this kind of deal might be a scammer generated by AI. If something seems off or 

too good to be true, it may be fake, and we should not reply.  

 We cannot predict any other potential negative issues that may emerge in the future. The 

above problems serve as severe warnings regarding the misuse of AI technology. 

                                               Values and Ethical Challenges 

 To develop and implement responsible AI projects, I believe two potential issues need to 

be seriously considered: technical and ethical issues. The technical elements include how to collect, 

evaluate, and utilize data effectively, as well as how to code algorithms that apply a set of rules. 

AI program designers, at some point, decide to stop collecting data to be used as input to the 

computer. This data includes past and present statistical information, which may reflect inequality 

and prejudice toward marginalized groups in society. If these kinds of data are used in the computer 

analysis and problem-solving process, the results of implementing an AI project could perpetuate 

discriminatory practices. Another technical program arises from overreliance on the set of 

procedures used in algorithms that deal with a set of instructions designed to solve a problem. The 

above illustration suggests that a biased way of collecting data can inevitably lead to a biased result.  

 As AI programs focus on increasing organizational efficiency and productivity as their 

primary goal, they tend to overlook ethics and morality because these are qualitative and even 

irrational elements in their rational and scientific analysis. Therefore, in the process of analyzing 

data as an input to solving organizational problems and making decisions, ethical considerations 

are viewed as interfering with their scientific endeavors.  

 In contrast to AI, human values hold that ethical justification is unavoidable. People 

working in organizations, whether they are executives, managers, or lower-level employees, are 
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expected to perform their roles responsibly. They have the experience of judging what is the right 

thing to do, both individually and collectively, for their job and the organization.  

 In contrast to the objective approach of determining data and following algorithmic 

procedures to solve a specific problem and task, ethical requirements support the subjective aspect 

of human values. People ask questions that reflect on their work experiences, enabling them to 

contribute to complementing the machine learning process and improving the problem-solving 

process.   

                                                           Philosophical Issues: 

 . Epistemological Bias: Epistemology is a theory of knowledge that is concerned with the 

investigation of the origin, structure, methods, and validity of knowledge. The AI experts' approach 

to understanding the problematic situation is objective from their points of view in the sense that 

they tend to focus on the externally observed behavior of people and collect available quantitative 

data to analyze, such as targeting a problem of low productivity in business. Their understanding 

of the behavior of employees and ways of increasing productivity leads to applying a set of 

procedures to the problem-solving process. 

 In contrast to the scientist's approach to understanding the social situation, the humanities 

and many social scientists attempt to comprehend a phenomenon of productivity through the 

experiences of people and their actions. They do consider a method of explaining human activity 

from a psychological or other qualitative point of view. They try to understand why people 

experience problems with low productivity and what employees think about improving the 

situation.  
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 . Need for Critical Reflection: One of the problems of AI is overreliance on behavior and 

objective data in designing software programs, which discounts people’s ability to reflect, raise 

critical questions, and act accordingly. AI machines cannot perform a critical evaluation of their 

operations as humans can reflect on their actions and behaviors. A critical perspective of humans 

can make a significant contribution to the improvement of AI implementation. It could offer ways 

of improving the problems occurring in the process of its operation, reflecting on their experiences 

and practices.  

 The capability of critical reflection enables people to understand and interpret existing 

behavior and actions in terms of their ethical implications and the degree of responsibility involved. 

The meaningful transformation of a new technology can occur through a dialectical process in 

which artificial intelligence and human intelligence interact, resulting in a creative synthesis to 

accomplish organizational change. Thus, a critical perspective provides a framework for 

discovering alternatives and exploring possibilities for action, as well as identifying inadequacies 

in AI operations that are more congruent with organizational problem-solving.  

 .   Do AI machines have consciousness? A software designer programs AI machines to 

choose how to solve a problem. A decision made by a machine is an unconscious choice. However, 

a designer instructed the computer to follow the procedures to execute a program consciously at 

the time of selecting certain information. Machine learning is not equivalent to human learning 

because people make their choices based on their intuition, experience, and personal knowledge. 

Thus, it is fair to say that machines do not have absolute consciousness and cognitive ability that 

reflects feelings, emotions, and intuition. 
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                                             The Future of Artificial Intelligence:                     

          The AI revolution is viewed as a significant transformation in scientific and technological 

development within modern industrial society. It is considered a shift in scientific knowledge that 

is valued by society and that enables control over the natural environment, the global economy, 

and enhances human experiences.            

 To summarize my presentation, I would like to say that the future of Artificial Intelligence 

is a challenging subject to comprehend because human behavior, consciousness, and thinking 

ability are evolving in response to this technological change. Scientists who have great 

expectations for the future of AI advocate that by 2035, people might expect AI machines to be 

developed to achieve the “so-called super-intelligence”. I believe that knowledge based on AI 

technology has limits that cannot exceed human intelligence in some elements, such as creativity 

and innovation. AI machines cannot experience emotions such as sorrow, excitement, love, or 

passion. Kurzweil and many scholars have a great face in AI believe that “we are fast approaching 

a ‘technological singularity’, a point at which AI far surpasses human intelligence and can solve 

problems we were not able to solve before, with unpredictable consequences for civilization and 

human nature” (Kurzweil, 1999; Schneider, 2019, p. 10).  

 Another group of scholars advocates the idea of “transhumanism. “Transhumanists aim to 

redesign the human condition, striving for immortality and synthetic intelligence, all in hopes of 

improving our overall quality of life.” (Schneider, 2919, p. 73) For example, the implantation of 

sophisticated microchips in the brain may be able to cure diseases, such as mental illness. They 

are “techno-optimists” who believe in the possibility of “synthetic consciousness.” What if a 

microchip is implanted in a patient’s brain, and that person has severe side effects that require 
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immediate medical treatment? Suppose this person is permanently disabled. If he or she files a 

malpractice suit, who is responsible for the case: a chip designer, an AI machine, or the doctor? 

Thus, there might be unpredictable episodes that we cannot know in advance. Of course, I doubt 

that an AI machine can predict and prevent undesirable elements from far away in the future. To 

predict future events, AI experts invest vast amounts of resources in developing extensive 

infrastructure to store and process information. Quantum computing, as the main technological 

strategy, aligns with the complexity of nature by storing vast amounts of data and manipulating it 

for the benefit of business and human needs. Today, we do not know how effectively quantum 

computing may work.  

 Finally, I would like to repeat that programs used in machine learning should be aligned 

with human values to increase the so-called “super intelligence” or “transhumanism,” which might 

be achieved through a high level of interaction between humans and machines. Furthermore, 

aligning human learning with AI machine learning would be highly challenging, if not impossible. 

I also want to emphasize that while humans take advantage of AI technology to enhance our ability 

to meet human needs, as well as to enhance our consciousness, humans should control evolving 

technologies and not let machines control our destiny. 
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Comedians have said the following jokes about Artificial Intelligence: 

 

 . Why did the AI break up with its girlfriend?   It could not find a compatible algorithm for 
   love. 

           .  Why was AI bad at stand-up comedy?   Because the jokes were predictable. 
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           . Parents ask a child: If all your friends jumped into the well, would you?  

                                     Machine learning: Yes 

                                     Kid: No 

           . How many AI researchers does it take to change light bulbs? 

                                    None, they simulate the light bulb and leave the room dark. 

  

.  Why did the AI go on a diet?  It had too many bites.  

  

 . Why don’t AI researchers like nature? It has too many bugs. 

 

 . Scientists predict human-level AI by 2030. 

                            Maybe sooner if the bar keeps dropping! 
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Institute for the Advanced Study of Sustainability

Prof. Shinobu Yume Yamaguchi
Director, UNU-IAS

27 May 2025
The 2025 International Conference of the Korean Social Science Research Council (KOSSREC)

United Nations University

Education and Research in an Era of AI:
What Should Remain and What Should Change

United Nations University

2

• In December 1972, the General Assembly of UN adopted 
the decision to establish the UNU.

• With the contribution from the Government of Japan, 
headquarters facilities in Tokyo and US$100million to 
establish an endowment fund, UNU launch its academic 
work in September 1975.

Mission

• Serves as a bridge between the United Nations and 
the international academic community

• Provides opportunities for global and local dialogues 
and sharing of creative new ideas

• Contributes to capacity building in developing and 
transitional countries
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A global system of research and training institutes
coordinated by UNU Centre in Tokyo

UNU System

ADMINISTRATIVE & ACADEMIC SERVICE UNIT

INSTITUTE

RESEARCH INSTITUTE WITH POSTGRADUATE DEGREE PROGRAMME

OPERATING UNIT

12 Countries

13 Institutes 

UNU Institute for the Advanced Study of Sustainability (UNU-IAS)

4

UNU-IAS is a research and teaching institute dedicated to 
realizing a sustainable future for people and our planet.

Established in 2014 through the consolidation of two previous 
UNU institutes

Mission
“to meet the pressing challenges for achieving sustainability that are 
of concern to the United Nations and its Member States”

• Inform policymaking for sustainability by producing and 
disseminating solution-oriented research

• Promote interdisciplinary understanding and approaches

• Develop future generations of policymakers and 
researchers
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1

2

3

Three dilemmas in higher education 

Outline

Promising practices: AI, sustainability and higher education 

What UNU does 

4 Some food for thoughts 

Dilemma 1: 
To use vs. Not to use
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Dilemma 2:
Future competencies we don’t know

OpenAI. (2024) GPT-4 Technical Report. https://openai.com/index/gpt-4-research/ 

Dilemma 3: 
AI: Enablers or barriers to sustainable 
development? 
1. Preservation of indigenous language vs. 

acceleration of extinction of minor language 

2. Environmental footprints:
•Promoting data transparency (e.g. usage of natural 
resources etc.)

•Excessive energy consumption 
•A single ChatGPT conversation uses about 500ml 
of water, equivalent to one plastic bottle. (Gordon, 
2024)
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1

2

3

Three dilemmas in higher education 

Outline

Promising practices: AI, sustainability and higher education 

What UNU does 

4 Some food for thoughts 

Global Digital Compact (Sept 2024) 
A comprehensive global framework for digital cooperation and 
governance of artificial intelligence

Source: https://www.un.org/global-digital-
compact/en#:~:text=Close%20all%20digital%20divides%20and%20deliver%20an,digital%20public%20goods%20and%20digital%20public%20infr
astructure.

Close all digital divides

Expand inclusion in digital economy

Foster an inclusive, open, safe, and secure digital space, respecting human rights

Advance responsible, equitable and inter-operatable data governance 

Strengthen international governance of AI for humanity

5 Objectives 

1

2

3

4

5
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ChatSDG: Harnessing AI for Measurable Societal Impact

Source: https://www.sju.edu/haub-school-business/sdg-dashboard
https://www.sju.edu/news/university-report/living-the-mission/chatsdg-harnessing-ai-measurable-societal-impact
              

Source: https://www.fao.org/fall-armyworm/monitoring-tools/famews-mobile-app/en/
             https://www.fao.org/fall-armyworm/background/en/

Global Action for Fall Armyworm Control
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1

2

3

Three dilemmas in higher education 

Outline

Promising practices: AI, sustainability and higher education 

What UNU does 

4 Some food for thoughts 

UNU research addresses 
every SDG, with most 
projects contributing to 
multiple Goals.

UNU Research 2024

Projects

Data as of 2022
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UNU Education 2024

UNU Macau AI Conference 

Projects

Data as of 2022

UNU Global AI Network

- Theme: AI for Humanity: Building 
an Equitable Digital Future

- Three pillars:
- AI Research for Narrowing the Digital 

Divide
- Inclusiveness and Capacity Building in 

the AI Era
- Navigating the AI Ecosystem through 

Synergies and Interdisciplinary 
Innovation

To become a member: AINetwork@unu.edu 
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Enhance the role of the higher education sector in advancing sustainable development 

through multi-stakeholder discussions, actions, and the dissemination of best practices.

Higher Education Sustainability Initiative

Launched in the lead-up to the Rio+20 Conference in 2012 as an open partnership 
between several UN entities and the higher education community

AIM

LEADERSHIP

Any higher education institution or interested 
organization may join HESI.

1,257 Members
(and growing)

EU
38%

Asia Pacific
24%

North America
15%

Africa
11%

Latin America
7%

Western Asia
5%

HESI Members Regional Distribution
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Aim: Explore the impact of AI to the higher 
education sector through the lens of 
sustainability.

19

Higher Education

AI Sustainability

HESI Action Group on 
The Futures of Higher Education
and Artificial Intelligence

≈

Apple 
Podcast

Spotify YouTube

AI & Sustainability Podcast Series
Action Group Implementation Teams 

• AI in research
• AI in teaching & learning

• AI in uni management
• Ethics, safety, 

inclusivity

For more info: 
sdgs.un.org/HESI/Futures

Become
a partner:

Opportunities for collaboration 
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• Education as fundamental human right in the context of 
climate change displacement 

• Policy Recommendations:
• Integrate education-in-emergencies data into education 

management information systems for crisis-sensitive 
education planning.

• Explore utilization of innovative data sources to project 
potential mobility of learners, especially in disaster-prone 
areas. 

• Apply computational simulations to forecast education 
needs in the context of climate change and human 
mobility. 

• Develop capacity and a sense of ownership among 
education policymakers, planners and administrators to 
enhance use of data for climate resilience.

Research

1

2

3

Three dilemmas in higher education 

Outline

Promising practices: AI, sustainability and higher education 

What UNU does 

4 Some food for thoughts 
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Final thoughts: what are we aiming for? 

By DALL-E 
(generated on 11 
Nov 2024) 

Create an image 
of AI assisting 
education

By DALL-E 
(generated on 11 
Nov 2024) 

Create an image 
of technology in 
education

Final thoughts: what are we aiming for? 
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Thank you!

Shinobu Yume Yamaguchi
Institute for the Advanced Study of Sustainability

United Nations University 
yamaguchi@unu.edu
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Artificial Intelligence Governance: 
The Magic Bullet for 
Transformation of Government?

Kim Normann Andersen
Professor, Head of Studies (Graduate IT Study Programs)
Copenhagen Business School, Denmark

2025 International Conference
Korean Social Science Research Council

From Digital Transformation (DX) to AI Transformation 
(AX): Exploring New Paradigms in the Social Sciences

May 27-28, 2025

Anniversaries:

AI (70 Y)

Diplomatic 
relations (65 Y) 

Personal relations 
with scholars/ 
practitioners in 

Korea (25+ years)
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FRUSTRATION
What will the future 
landscape of AI entail?

To what extent will AI and 
robotics redefine and displace
functional and creative job 
tasks and processes?

Will government as we know
it be radically transformed?

What is the right 
governance response?

How to balance the need for 
national competitiveness
with other policy concerns
(security, privacy, 
accountability etc.)

Impact on capabilities, 
interactions, values, 

and orientation
Reinforcement 

hypothesis

Maturity models 
(SMILE)

MetaVerse+

Regulation
Administrative 

burden

My Three 
Propositions

Rethinking and repositioning of 
governance structures and the 
traditional boundaries of 
government roles.

Deployment of an agile governance 
approach.

Mandated integration of AI across 
government, supported by a 
comprehensive, system-wide 
approach.
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WHILE DIGITAL-ENABLED AUTOMATION AND 
TRANSFORMATION OF GOVERNMENT 

PROCESSES HAVE BEEN AN ONGOING PART OF 
THE GOVERNANCE AGENDA SINCE THE 1950S, 

THE COCKTAIL OF AI, QUANTUM, IOT, 
ROBOTICS, ETC., WILL REQUIRE A RADICAL 

SHIFT IN GOVERNANCE AND THE DEFINITION 
OF BOUNDARIES OF GOVERNMENT  

Proposition 1:

Stagemodel of Interface Levels to Government (SMILE)

Source. Andersen, K. N., Lee, J., & Kim, S. (2024). Metaverse+ in South Korea and Denmark: Snapshots. In 25th Annual International Conference on Digital Government (DGOV). Taiwan, June.

6
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Perspectives on AI 
Transformation: Expectations 

and Experiences

Citizen  (CX) Business (BX)

Employee  (EX) Politicians (PX)

Critical/ low
expectations

Negative (past) experiences

Inflated/ high
expectations

Positive (past) experiences

Concerns

Data Privacy and Security: Given that 
public sector deals with sensitive 
employee information, ensure that any 
AI tool complies with relevant data 
protection regulations 

Ethical AI Use: Prioritize tools that 
focus on fairness, transparency, and 
inclusivity to avoid biases in AI-based 
decision-making (Dandi, Entelo: BM 
Watson AI OpenScale; FairHire)

Integration with Existing Systems: 
Ensure that AI tools can integrate 
with existing platforms and software 
for smoother transitions and 
workflows.

Organizational change management: 
cultural issues, 
mindset, rules, behavioral factors 
at individual, teams, and organizational 
level
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THERE WILL BE IMPACTS, AND PERHAPS EVEN 
RADICAL IMPACTS OF AI. 

HOWEVER, THESE WILL BE IN AREAS OTHERS 
THAN PLANNED AND IN MAGNITUDE AND 
SCALE DIFFERENT THAN ANTICIPATED. IN 

ADDITION, IMPACTS WILL REINFORCE RATHER 
THAN LEVERAGE EXISTING GAPS IN POWER & 

RESOURCES

Proposition 2:

Waves of transformation
• Inhouse adoption (Fiscal impact budgetting systems, physical 

planning, demographic forecasting, word processing, DSS, 
automation)

• Data exchanges with other government institutions
• Asynchronous selfservices to business and citizens
• Synchronous, interactive services & e-democracy/ 

participation/voting
• Digital transformation (DX)
• AI Transformation (AX) 
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AI Transformation Trivials

• Implementing AI tools such as ChatGPT, Copilot, or generative 
AI in workflows

• Restructuring business strategies to leverage the potential of AI
• Training employees to use AI effectively and responsibly
• Creating new data-driven products and services based on AI

AI and Experiences of Administrative Burden 

Page 12

Political beliefs
AI Governance
& Technology 
Deployment

Learning costs

Compliance costs

Citz Experiences of Burden

Outcomes

Psychological costs

AI readiness

1

2 3a

3b

3c

4
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FOUR CASES ON AI AND EXPERIENCED ADMINISTRATIVE BURDEN

FOUR CASES ON AI AND EXPERIENCED ADMINISTRATIVE BURDEN
I. Chatbot for general information search

II. Automated drafting of job seekers’ 
applications

IV. Behavioural training for citizens with 
profound social disabilities

III. Satellite monitoring agricultural 
subsidies
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AI and Experiences of Administrative Burden 

Page 15

Political beliefs
AI Governance
& Technology 
Deployment

Learning costs

Compliance costs

Citz Experiences of Burden

Outcomes

Psychological costs

AI readiness

1

2 3a

3b

3c

4

THE BLEND OF HARD REGULATION AND SOFT 
GOVERNANCE IS UNDER FIRE. ENFORCED USE 
OF AI IN GOVERNMENT AND A GOVERNMENT 

WIDE-AND-DEEP APPROACH IS THE WAY 
FORWARD.

Proposition 3:
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Classical Governance Themes
Ethical Principles: Ensuring AI systems are fair, transparent, and free from bias.

Data Privacy and Security: Protecting personal and sensitive data used in AI systems.

Accountability: Defining responsibilities for AI-related outcomes.

Compliance and Regulation: Adhering to laws and standards related to AI use.

Risk Management: Identifying and mitigating potential risks associated with AI.

Transparency: Making AI processes and decision-making understandable to stakeholders.

Human Oversight: Ensuring human intervention and control over AI systems when necessary.

Externalities: Identifying risk on the global climate impacts and find ways to factor these impacts in use of AI

Adoption rates

• Slow adoption of "real" AI in government
• Companies are lagging far behind the policy ambitions

• Governance responses are limited and difficult to base on 
research-based knowledge
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Example III: "AI Robotics and the Revitalization of HR"

Opportunity to solve multi-faceted 
problem
Demand-side
Shrinking workforce
Cost-cutting
Innovation services (availability, content, scope, 
format)

Maximize the return of investment in 
the "new technologies"
Enhancing Talent
Global Competitiveness
Liase with industry partners
System integration

Mitigate the downside

Ethical dilemmas
Legal challenges
Security

The Challenge of 
Predicting Impact 

of AI on HR
• Technology
• Structures
• Tasks
• People
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KakaoWork, SAP, Slack, Classum, Pymetrics

C C - T R A

profil
e

profil
e

profil
e

Collaboration Recruitment

AugmentationTrainingCapacity

C

Certification
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Summary Three propositions
1. Although governments have pursued digital automation and transformation 

since the 1950s, the convergence of emerging technologies—particularly the 
growing dominance of AI alongside quantum computing, IoT, and robotics—
demands a fundamental rethinking of governance structures and the traditional 
boundaries of government roles.

2. AI is likely to produce significant—and potentially transformative—impacts, 
though often in unexpected areas and at scales that differ from initial 
predictions. Moreover, rather than closing existing gaps in power and 
resources, AI may amplify and entrench them. This will call for a more agile 
governance approach.

3. The current mix of hard regulation and soft governance is facing increasing 
scrutiny. A more effective path forward may involve the mandated integration 
of AI across government, supported by a comprehensive, system-wide 
approach.

Summary of the three propositions

1. Rethinking and repositioning of governance structures and 
the traditional boundaries of government roles.

2. Deployment of an agile governance approach.

3. Mandated integration of AI across government, supported by 
a comprehensive, system-wide approach.
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THANK YOU!

Kim Normann Andersen

Professor, Head of Studies (IT and communication graduate programs)
Department of Digitalization, Copenhagen Business School, Denmark
Whats App: +45 24794328   E-mail: andersen@cbs.dk

25
This Photo by Unknown author is licensed under CC BY-NC.
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Scenarios for the Transition to AGI

Anton Korinek* Donghyun Suh**

*University of Virginia, Brookings, GovAI

**Bank of Korea

2025 International Conference of the KOSSREC

Motivation

▶ AI is advancing rapidly, and the pace has been accelerating
▶ Recent progress has brought the potential for Artificial General Intelligence (AGI)

within tangible reach:
▶ Def: AGI is the ability of machines to perform all work tasks that humans can do

▶ AGI promises significant productivity gains while substituting for labor

Questions:

▶ What would the transition to AGI look like?

▶ What would AGI imply for output and wages?

▶ Under what conditions would wages collapse?
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Key Assumptions

▶ Work is made up of elementary tasks (far smaller than O*Net tasks)

▶ Main distinguishing characteristic of tasks: complexity, which depends to an
important extent on their “compute intensity”

▶ Consider different scenarios for the distribution of tasks in complexity space
(“tasks in compute space”):
▶ Unbounded distributions (e.g., Pareto): some human tasks will always remain too

complex for machines
▶ Bounded distributions (e.g., beta): there is a maximum complexity level for human

tasks

Scenarios for Task Complexity
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A Model of Automation
Static Environment (a la Zeira, 1998; Acemoglu-Restrepo, 2018)

▶ There is a representative household endowed with L = 1 units of labor and K > 0
units of capital.

▶ There is a continuum of tasks differing in computational complexity (i ≥ 1) with
an associated CDF Φ(i).

▶ Aggregate output Y is

Y = A

[∫

i
y(i)

σ−1
σ dΦ(i)

] σ
σ−1

where y(i) is the amount of type i tasks.

▶ Each task is performed according to a production function

y (i) =

{
k (i) + ℓ (i) for i < I

ℓ (i) for i ≥ I

where I is an automation index.

Scarcity of Labor

Lemma (Scarcity of Labor): The capital intensity K/L of the economy defines a
threshold Î given by

Φ
(
Î
)
=

K/L

1 + K/L
,

such that there are two regions:

Region 1 (Abundant K , Scarce L) for I < Î

▶ Wages w > R returns on capital

▶ Labor used only for unautomated tasks, production is CES

Region 2 (Equally Scarce K and L): for I ≥ Î

▶ Wages w = R returns on capital

▶ Labor and capital effective substitutes

▶ Production is linear: Y = A(K + L)
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Two Regions for the Scarcity of Labor

Region 1 (low I ): many tasks are unautomated so labor remains scarce → w > R

i

y(i)

I

k

ℓ

i

y(i)

I I ′

Figure: Automation relieves the scarcity of labor (k/ℓ ↓)

Region 2 (high I ): most tasks are unautomated so labor has lost its relative scarcity
value → w = R

Dynamics

▶ We assume exponential growth in the maximum automatable task complexity
(automation index I growing at rate g)
=⇒ reflects Moore’s law & its cousins

▶ Dynamics of output and wages depend on the interplay between
▶ task automation dΦ(i) – which depends on the scenario Φ(I )
▶ capital accumulation
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Consumer Problem

The representative household solves:

max
{Ct}

U =

∫ ∞

0
e−ρtu(Ct)dt

subject to the law of motion for capital:

K̇t = F (Kt , Lt ; It)− δKt − Ct

for given K0.

Four Scenarios (Log of Mass of Unautomated Tasks)
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Paths of Wages Under the AGI Scenarios

Baseline AGI scenario Aggressive AGI scenario

Path of Wages Under the Business-as-usual Scenario
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Business-as-usual Scenario: Long-run Dynamics of Wages

Proposition: Suppose the complexity distribution of tasks is Pareto and that the
economy starts in region 1, i.e., I0 < Î0. Then the growth of wages is characterized by
two thresholds on the rate of automation λg :

1. If λg ≤ A−ρ−δ
η · (1− σ) then wages grow exponentially at an asymptotic rate λg

1−σ .

2. If A−ρ−δ
η · (1− σ) < λg ≤ A−ρ−δ

η then wages grow exponentially at an asymptotic

rate 1
σ

(
A−ρ−δ

η − λg

)
.

3. Lastly, if λg > A−ρ−δ
η then limt→∞ wt = A.

Path of Wages Under the Mixed Scenario
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Extension 1: Fixed Factors and the Return of Scarcity

Extension 2: Automating Technological Progress
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Extension 3: Nostalgic Jobs and Holding Back Automation

Extension 4: Heterogeneous Worker Skills

▶ Automation hits different workers at different times

▶ Assume continuous and uni-dimensional skill, captured by parameter J

▶ A fraction Υ(J) of workers are perfectly substitutable by machines and earn

wj = A, ∀j < J

▶ Skilled workers of mass 1−Υ(J) earn

wj = FL(K +Υ(J), 1−Υ(J)), ∀j > J

→ ever smaller fraction of workers earning ever greater returns



92 2025 International Conference 

Extension 5: Compute as Specific Capital

Conclusions

▶ Rapid automation may fundamentally change the structure of our economy

▶ Biggest concern: fate of labor
▶ Race between automation and capital accumulation
▶ Under AGI, labor will lose the race
▶ But this may happen even pre-AGI

▶ Growth take-off under AGI makes it feasible to compensate workers so everyone is
better off
▶ Will we succeed in doing so?
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AI and Climate 
Change: Integrating 
Artificial General 
Intelligence (AGI) into 
Climate Policy

Presenter Bio
Prof. Taedong Lee (Ph.D.)
Undeerwood Distinguished Professor,
Dept. of Political Science & Int’l Relations, Yonsei University
Director, Environment, Energy & Human Resource Development Center

- Ph.D. in Political Science, University of Washington
- M.A. in Environmental Studies & Urban Planning, Seoul National University
- B.A. in Political Science, Yonsei University

- Former Assistant Professor, City University of Hong Kong (2010–2013)
- Leading scholar on sub-national environmental governance and climate policy

- Selected Publications:
· Global Cities and Climate Change (Routledge, 2015)
· Politics of Energy Transition (2021)
· Climate Change and Cities (2023)
· Civic Politics and NGO (2023)

-tdlee@yonsei.ac.kr    www.taedonglee.com

LEE
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Introduction

Climate change as a critical 
global crisis of the 21st century

Limitations and bottlenecks in current 
climate policy frameworks

The growing potential and strategic 
importance of Artificial General 
Intelligence (AGI)

Research Background & Objectives

Increasing complexity and uncertainty of climate phenomena

Necessity of innovative, responsive, and adaptive policy tools

Research objectives: analyzing AGI capabilities through policy cycle theory
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Policy Cycle Theory and AGI Integration
Policy Cycle Stages Integrating AGI into Policy Cycle

Table 2. Applicability of AGI by Level in Climate Policy Domains: 
Policy Implications and Case Analysis

Capabilities of AGI in Climate Policy

Enhanced early detection of climate risks
risks

Advanced scenario modeling for policy 
policy design

Dynamic, real-time feedback systems
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Limitations and Risks Associated with AGI

Significant energy requirements Limited explainability and transparency
transparency

Potential for biases and autonomous 
decision-making

The AGI-A-G Triangle 
Model
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Methodology and Analytical Approach

Qualitative research 
methodology

Theoretical literature review Policy analysis Comparative case studies

AGI Technological Levels Framework

AGI Level Description Policy Development Stage

Level 0 No AI intervention N/A

Level 1 Narrow AI applications for specific tasks
tasks Problem Identification

Level 2 Integrated AI systems for data analysis 
and modeling Policy Formulation

Level 3 Autonomous AI decision-making with 
human oversight Policy Adoption

Level 4 Fully autonomous AI-driven policy 
implementation Policy Implementation

Level 5 Complete AGI system with self-learning 
and adaptive capabilities

10
Policy Evaluation
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Case Studies of AGI Application

NOAA Climate Lab Seoul GeoAI Simulator Comparative Insights

11

Preconditions for Effective Institutional Integration

Establish international standards for climate 
data used by AI systems

Develop robust verification, validation, and 
monitoring mechanisms

Structure effective human-AI collaborative 
governance
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Ethical and Democratic Implications

Frameworks for allocating 
responsibilities

Ensuring transparent decision-
making

Safeguarding democratic 
oversight

Strategic Policy Recommendations

 Standardize climate-related AI data internationally

 Develop robust human-in-the-loop frameworks

 Strengthen institutional capacities to integrate AI

14
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Future Research Agenda

Empirical studies on policy 
effectiveness

Comparative analysis of 
international AI governance 
practices

Exploration of interdisciplinary 
interdisciplinary approaches

AI and Climate Change: 
Integrating Artificial General 

Intelligence (AGI) into 
Climate Policy
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Jisoo Yang

Researcher
Ewha Institute of Social Science 

Ewha Womans University
jisooyang@ewha.ac.kr

Artificial Intelligence and Digital Democracy:
Toward a Framework for AI-Driven Democratic Innovations

Overview

• Motivations

• Research Puzzle

• Research Questions

• Conceptual Framework

• Key Arguments

• Future Directions & Implications
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Motivations

• Democratic backsliding and trust crisis in the 21st century

• Limitations of traditional political decision-making frameworks

• The rising potential of AI in transforming governance

• Exploring AI-driven democratic innovations: enhancing citizen 
participation, meaningful deliberation, and democratic legitimacy 

• OECD Trust Survey(2023)

44% of people across 30 OECD countries report low or no trust, 
while only 39% report moderate or high trust



session 2 105

Research Puzzle

• Democracy Index(EIU, 2024) 

Research Questions

Although vTaiwan is often praised as a “poster child” of digital 
democracy, important questions remain about its institutional form, 
inclusiveness and impact. 

• How has vTaiwan functioned as a case of democratic 
innovations, through the lens of Smith’s framework? 

• In what way does vTaiwan expand or limit citizen participation, 
particularly in cases like Uber?

• Does vTaiwan foster meaningful deliberation and generate real 
policy outcomes?
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Why vTaiwan? Why Democratic Innovations?

Why vTaiwan? Why Democratic Innovations?

• Key concepts of democratic innovations:

Scholar Core Idea

Newton(2006) New forms of participation beyond representative democracy

Geibel(2012) Institutional arrangements to deepen participation 

Elstub & Escobar 
(2019)

Inclusive, deliberative citizen engagement

Adenskog(2021) Tools that supplement representation through deliberation

Kim&Suh(2020) Mechanisms that enhance responsiveness and deliberation
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Conceptual Framework

Institutions specifically designed to increase and deepen 
citizen participation in political decision-making processes

(Smith, 2009)

Institutional 
design

Scope of 
participation

Quality of
deliberation

Applying the DI to vTaiwan: Institutional Design 

• Formality: An informal arrangement that is not legally mandated

• Legal basis: Lack formal legislative or administrative support

• Longevity & Adaptability: Though non-binding, it has been sustained since 2015

• Flexibility: The open-source model allows adaptability but limits institutional stability 



108 2025 International Conference 

Applying the DI to vTaiwan: Scope of participation

• Diverse actors: Citizens, Taxi drivers, Uber reps, Regulators, and Civic technologists 

• Public scale: Over 1,200 citizens via Pol.is (Uber case) + additional stakeholders in offline meetings

• Access: Open, no registration; nationwide transparency

• Limitations: The digital divide may hinder full representativeness

Applying the DI to vTaiwan: Quality of deliberation
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From Deliberation to Institutional Change: Uber as a Policy Outcome

Aspect Before Deliberation After vTaiwan Process

Legal Status Tech platform Transport service

Licensing No taxi licenses Licensed taxi framework

Taxation No taxes Standard taxation

Insurance No mandatory coverage Required insurance & Safety rules

Public 
Perception

Controversial and divisive Clearer rules & Public consensus

Key Arguments

An informal but 
enduring innovations 

vTaiwan operates flexibly 
without legal mandate 

Expanded but
selective participation

Polis enabled open 
engagement, though the 

digital divide persists

Deliberation with 
limited impact

AI-created consensus 
remained advisory
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Future Directions & Implications

• Comparative Expansion 

e.g., Spain’s Decidim, Brazil’s participatory budgeting, etc

• Norms & Ethics

Ensure that AI does not replicate inequalities or marginalize voices
What ethical frameworks are needed for democratic AI? 

• Limitations 

Single-case focus
Lack of long-term policy tracking 
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The Present and Future of Data 
and AI in the public sector

2025 ICKOSSRC International Conference
2025. 5. 27. 

Sungsoo Hwang
Yeungnam University

Table of Contents

1. Artificial Intelligence?
2. Data-driven Administration and AI 
3. AI use strategy?

1. Value vs. Data
2. Risk vs. AI application
3. ROI vs. AI application

4. AI government application case survey
5. AI Strategies for future governments? 

Hwang (2025) 2
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1. Artificial Intelligence 

• Artificial intelligence is that activity devoted to making machines 
intelligent, and intelligence is that quality that enables an entity to 
function appropriately and with foresight in its environment. (Nilsson, 
2010)

Hwang (2025) 3

AI as machine leaning and optimization

• AI machine learning- pattern matching, deep learning. 
Machines learn how and what to do

• Optimization applications utilizing sensors and mobile devices, 
leading to automation of parts of work flow. 

Hwang (2025) 4
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2. Data-based Administration
• ACT ON THE PROMOTION OF DATA-BASED ADMINISTRATION (2020)

• The purpose of this Act is to prescribe matters necessary for promoting data-
based administration so as to increase the accountability, responsiveness, and 
reliability of public institutions and to improve citizens’ quality of life through 
objective and scientific administration.

• The term “data-based administration” means administration that is conducted 
objectively and scientifically by utilizing data created by a public institution or 
acquired from another public institution, corporation, organization, etc. for policy 
formulation and decision-making in a manner that collects, stores, processes, 
analyzes and visualizes them (hereinafter referred to as “analysis, etc.”);

• Data-driven administration goes together with open government 
movement, which manifests anti-corruption, transparency, participation, 
and accountability. The ability to share information across boundaries 
and empower informed citizens to take part in policy processes 
increases the level of citizen satisfaction and trust in 
government(Hwang et al, 2021).

Hwang (2025) 5

AI, Algorithm, Data Analytics

• AI will/should make decisions for us? Is there one best solution to 
the problem?

• (Marketing pitch)AI and algorithm with big data analytics will solve 
problems automatically and continuously just like a Seoul Owl Bus 
case. 

• Who makes AI’s algorithm? How data is collected and synthesized? 
What’s the gap of data world and human world? Should we or 
should we not know the bias of human behaviors? 

Hwang (2025) 6
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3. AI Use Strategy

• 1. Value vs. Data
• 2. Risk
• 3. ROI (Return of Investment)

Hwang (2025) 7

Strategy for 
data-driven 
administration

Value vs. 
Data
(Hwang et al. 2021)

Hwang (2025) 8
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Low hanging approach vs. 
Ideal problem solving

• Data-rich & value neutral (low conflict) 

• Ideally, data-driven analysis should help conflict resolution 
and consensus building, but in reality data inherits and 
reflects bias and flaw of reality. Thus, it can be used against 
each other with different interpretations or intentional over-
use. 

• Thus, mostly low hanging approach, but sometimes challenge 
to approach conflict resolution with rich-data

Hwang (2025) 9

Data Fabric in Brief (Worldbank/GovTech 2022)

• The term “data fabric” refers to the very large-scale continuous Big Data architectures used by 
some of the largest organizations in the world. A data fabric provides storage, computation, and 
security for organizations with exceptionally large data pools, such as governments and 
multinational corporations. A data fabric also supports distributed computing between multiple 
data centers spanning entire countries. In 2019, Gartner identified the data fabric among the 
top 10 trends in data and analytics technology (Gartner 2019).

• The difference between Big Data and data fabric. Big Data systems are more uniform and 
monolithic while data fabrics offer a common computing layer across a variety of systems that 
include these characteristics:

• • One or more databases containing data from various sources (Big Data). The database and file 
system layers comprise the data lake as explained later

• • Application Program Interfaces (APIs) to connect with external government systems such as 
financial management information systems, payroll, integrated tax administration systems, and 
e-procurement.

• • Data and cluster management tools, including:
• » Storage APIs for real-time (or batch) data ingestion, updates, creation, and deletion.
• » Data tools such as streaming, machine learning, and preprocessing systems.
• » Administrative tools for data access control, monitoring, and provisioning.

Hwang (2025) 10
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Hwang (2025) 11

Government-wide data fabric architecture

• Interoperability, open data, standardization of data across 
government

• Data interchange among the multitudes of subject-area 
specific applications such as an integrated financial 
management information system, payroll, tax administration 
systems, e-procurement, health management systems, etc. 

Hwang (2025) 12
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3-2. Risk 
for error 
and use 
of AI
(Availabity
vs. Risk)

Low-Risk & 

Data-rich

High-Risk & 

Data-rich

Low-Risk & 

Data-poor

Low-Risk & 

Data-poor

Data-rich

Low-Risk High-Risk

Data-poor
Hwang (2025) 13

Examples for risk of error and AI use

• High- Amazon’s AI recruit system: data bias and shut down. 

• Low risk and data rich(AI ready): e-saram (e-HRM by Korean 
Gov), automation of work process and personnel 
management via mobile devices.  

Hwang (2025) 14
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Current trends in the public sector AI? 

• What kinds of use of AI service in the public sector? 

Hwang (2025) 15

AI use in 
Surveillance

Hwang (2025) 16
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AI use in 
Public Health

Hwang (2025) 17

AI use in 
Legal 
Systems

Hwang (2025) 18
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AI use in Tax

Hwang (2025) 19

AI Risk Mitigation Framework

Hwang (2025) 20
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Use of AI in the public sector –inventory 
study (Hjaltalin & Sigurdarson 2024)

• Many strategies frame the use of AI in government as a 
decision support tool

• However, most use are improved service delivery, optimizing 
internal processes, resource allocation and organizational 
management. 

• Efficiency and service delivery dominate the discourse, and 
citizen engagement and policy making remains 
underemphasized. 

Hwang (2025) 21

3.3 
Typology 
of Public 
Sector AI
(ROI vs. 
Complexit
y)

Automation Innovation

As Usual
R&D

Academic

Low-
Complexity

Low-ROI

High-ROI

High-
Complexity

Hwang (2025) 22
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4. Public Sector AI Cases in Korea

1. AI-assistant (Chatbot) for public service inquiry (call center) 
2. RPA for Military Manpower Administration (certification, etc)
3. Energy Voucher RPA 
4. Digital ‘집현전’ public library for government 

information/knowledge/reports 
5. Self-driving tractor for farming
6. AI-powered (machine learning) forecasting model for water 

quality (K-water)
7. Various digital twin smart city infrastructure management 

systems. (water, dam, underground sewage management, etc)

Hwang (2025) 23

Typology 
of Public 
Sector AI
Examples

Automation

1,2,5

Innovation

3,7

As Usual
R&D

Academia

Low-
Complexity

Low-ROI

High-ROI

High-
Complexity

Hwang (2025) 24
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4-2. Global Public Sector AI Cases 

1. Singapore’s ‘Pair’:AI-assistant (Chatbot) for public service inquiry 
(call center)-

2. France’s ‘Albert’ [and Australia, Germany]: RPA for Administration 
(certification, etc), & GPT-powered assistance

3. USA’s ‘Acqbot’: LLM & Algorism based acquisition service
4. UK’s ‘Darcie’ & ‘Ali’: dialogue AI and LLM for public customer 

service 
5. UK: Self-driving robot vehicle to maintain streets, with AI censer. 
6. UK: AI-powered (machine learning) forecasting model for public 

welfare
7. France ‘Doctrine’ and Luminance: legal documents AI platform

Hwang (2025) 25

Level of problem and use of AI
(Eun & Hwang, 2020)

Hwang (2025) 26
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5. AI Strategy for Governments?
• AI use could focus on the low risk domain such as work 
activity automation, rather than high risk domain such as 
recruitment. 

• There is a need for building team, consisting of data experts, 
policy analyst, domain expert, decision makers altogether. 

• For Governments: Distinguish between technology and 
applications. To promote both innovations and safety, 
regulate applications, not technology(Andrew Ng, 2024, AI 
Global Forum, Seoul). 

Hwang (2025) 27

Future direction? 

• What kinds of use of AI service in the public sector? 

• HCI(Human Computer Interaction) to HAII(Human AI 
Interaction)? 

• I, Robot 2004. or Orwell’s 1984 or I.Daniel Blake 2016?

Hwang (2025) 28
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Sounman Hong
Yonsei University

Overconfident AI: 
How AI navigates 
ris� � uncertaint�

01

Motivation

My keen interests in both AI and the game of go led me to do research on go AI during my 
sabbatical in 2022
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02

Motivation

Training my own AI, I became to think that 
these AI agents may produce outcomes that 
differ from those of humans. 

The case of AlphaGo in 20�� and �aver�s ��
in 20�� �and �akao�s ��� in �ovember 
20���.

03

Research Design

I developed an AI system ��ong�Go� that plays Go 
and analyzed games between AI and human 
players with similar skill levels. 

This AI competed for the UEC World Go AI 
competition and achieved �0� win�rate. 

I collected data by facilitating matches between 
the Go AI and amateur human players on an online 
Go server from June to September 2023. 
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04

Hypotheses

Humans typically exhibit risk�averse behavior. �sychological biases often influence the 
propensity to avoid risk. 

�H�� A� agents may produce decisions that are less risk�averse than those made by 
humans with comparable capabilities.

�H�� �eliance on A� for decision�making may have affected human risk preference �i.e., 
making humans less risk averse�

05

Framework

A Nobel Laureate, Harry Markowitz, 
formalized the concept of risk 
aversion in the context of 
investment decisions

He explained that investors 
generally prefer higher expected 
returns and lower risk, an idea 
called the �risk�return trade�off.�

High risk
High return

Low risk
Low return
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06

If a player initially chooses point A and then shifts to point � �on the left�� they de�and a 
�reater le�el of ret�rn for a one��nit decrease in certainty co�pared to a flatter �raph �on the 
ri�ht�. ☞ A steeper slope indicates greater risk aversion. 

Framework

07

Framework

�ro���tivit� i�prove�ent �e�o�ing less risk�averse
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08

Research Design

�or each move, we can estimate ��� the expected return �i.e., score gain� and ��� certainty 
level �i.e., how certain each move will generate the return�.

We can then estimate the linear relationship between the two variables �i.e., expected return 
and certainty� to evaluate its slope.

By estimating the linear relationship separately for human and AI players, we can compare the 
two slopes and infer which is more risk averse 

By estimating the change in the linear relationship over time, we can infer how the productivity 
and risk attitude changed over time 

09

Methodology

Our first model investigates whether human players exhibit greater risk aversion than their 
AI counterparts. 

The second model tests whether human behavior will begin to emulate AI in terms of risk 
preferences. 
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10

�����������������������������������

���������Games between AI and �uman players� �� Games �AI won �� games, lost ���

���������Games between human professional players

11

The distribution of AI moves has a much longer tail, suggesting that it commits catastrophic 
errors more frequently than human players with comparable skill levels. 

0
10

20
30

-.48 -.27 -.06 .15 .36

0
10

20
30

-.48 -.27 -.06 .15 .36

���������������������������������������1�
AI Human
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12

��������������1�
AI Human

The slope for human players is steeper than that for the AI player, suggesting that human 
players place a higher value on certainty than AI.

13

��������������2�

A clear increase in productivity following the emergence of �o AI, but the increase in play�
related risks has been relatively subtle. 

Increase in ��in�ercep� �pro�uc�i�i��� Increase in slope ��ecomin� less ne�a�i�e�
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14

Conclusion

�������� AI system favored moves with higher expected returns, albeit at a higher risk, 
compared to human players. 

���������If AI systems tend to favor moves with higher risks, they might have influenced 
human play styles, but the increase in play�related risks among professional players has been 
relatively subtle. 

Therefore, our conclusions may not be applicable to all AI systems. Instead, they may be 
relevant for underdeveloped or insufficiently refined AI systems. 

Although �half�baked� systems often deliver reliable results, they occasionally produce 
misleading advice that a human with comparable expertise would not produce.

15

함께생각해볼주제

인공지능을 활용한 의사결정이 인간 보다 위험하다고 하였다. 그런데이실험은어디까지나인간과유사
한실력을보이는인공지능에관한실험. 최근 나오는 인공지능은 인간보다 능력이 월등히 뛰어나다. 이
경우, 본 연구의 결론이 어떻게 현실에 적용될 수 있을까?

최근 진행하고 있는 인공지능 관련 연구: AI 그 자체보다는 AI를 활용한 연구로
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In which direction are 
South Korea's AI laws 

and regulations headed?
Siyoung Pyo (Kangwon National University)

※This image was created using generative artificial intelligence.

2025 ICKOSSRC International Conference

Introduction
• Generative AI: Bringing 
Convenience to Our Lives

• Generative AI has rapidly changed 
our lives, bringing convenience 
across many industries.

• Its impact is now felt in media, 
healthcare, finance, and law.

• Early errors have given way to 
sophisticated, helpful systems.

2025 ICKOSSRC International Conference
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Introduction
• Legal and Ethical Issues Emerging with Increased Use of 
Generative AI

2025 ICKOSSRC International Conference

Characteristics of the AI Era
1. Generative AI is creating new legal and ethical challenges 

that current laws cannot fully address.
2. Rapid technological change makes it difficult for 

regulation to keep pace.
3. The AI ecosystem now involves many more stakeholders—

including developers, providers, active users, and even AI 
systems themselves.
• which can act autonomously and generate novel legal and ethical 

problems as independent actors.

2025 ICKOSSRC International Conference
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How Should We Respond?
• AI governance should focus on 

setting clear, proactive (ex 
ante) obligations for 
developers, providers, and 
operators

• Relying solely on rigid, ex post 
regulation can be overly strict 
and inflexible

2025 ICKOSSRC International Conference

obligations

operators providers

““DDeeffiinniinngg  tthhee  rreessppoonnssiibbiilliittiieess  aanndd  oobblliiggaattiioonnss

EU Artificial Intelligence Act
• The world’s first comprehensive AI law, effective August 2024.

• Applies to all AI systems in the EU, including foreign companies.
• Uses a risk-based approach: prohibited, high-risk, limited-risk, 

minimal-risk AI.

2025 ICKOSSRC International Conference

Category Content

Prohibited AI systems completely banned due to unacceptable risks to 
human rights or democracy

High-risk AI systems allowed but must meet strict requirements

Limited-risk AI systems only need to follow basic transparency rules

Minimal-risk AI systems not regulated, though voluntary guidelines are 
encouraged



142 2025 International Conference 

EU Artificial Intelligence Act
• For high-risk systems, the Act imposes the most extensive set 
of obligations on both providers and deployers, including:
✓a risk management system,
✓data governance to ensure datasets are representative and free from 

bias,
✓technical documentation and record-keeping for at least 10 years,
✓transparency and information provision,
✓human oversight and control,
✓independent conformity assessment,
✓and post-market monitoring and incident reporting

➢administrative fines: €15 million or 3% of global annual turnover

2025 ICKOSSRC International Conference

State-Level AI Regulation in the United States
• No federal AI law yet, but many states (e.g., California, Utah, 
Colorado) have enacted their own regulations

• The number of AI-related laws enacted by US state governments has 
increased for two consecutive years

• Initially, these laws focused mainly on regulating deepfakes, but 
more recent legislation has expanded to include privacy protection 
and transparency requirements

• States like California, Utah, and Colorado are leading the way with 
pioneering statutes that address training data transparency, 
consumer notification, management of high-risk AI systems, and 
deepfake regulation

2025 ICKOSSRC International Conference
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※California’s AI Legislation (2024)
• Over a dozen new AI laws to enhance safety and accountability

• Mandatory disclosure of generative AI training data (sources, usage, dataset size, copyright 
status)

• Strengthened privacy protections (extension of CCPA to generative AI)
• Risk analysis for critical infrastructure
• AI literacy education in schools
• Oversight for AI in healthcare
• Labeling and regulation of deepfake content

• From 2026, public disclosure of training data required for generative 
AI services

• California’s leadership as an AI hub means these laws may influence 
broader US and global AI regulation

2025 ICKOSSRC International Conference

Korea’s AI Regulatory Framework
• Before the AI Basic Act, Korea regulated AI through 
amendments to existing laws such as the Personal 
Information Protection Act and the Public Official Election Act

2025 ICKOSSRC International Conference

• Personal 
Information 
Protection 
Act (2023):

• Right to 
object to 
AI-based 
automated 
decisions.
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Korea’s AI Regulatory Framework

• Public Official Election Act (2023)
• Bans creation and distribution of AI-generated deepfake videos during 

election campaigns.
• Requires clear labeling of AI-generated content.

2025 ICKOSSRC International Conference

※Guidelines of the Internet Newspaper Ethics Committee

2025 ICKOSSRC International Conference
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※Generative AI Charter for Journalism
• human oversight and 
accountability, fact-checking 
and verification, scope of use, 
transparency, diversity, fairness 
and non-discrimination, 
protection of rights and 
interests, copyright protection, 
social responsibility of 
platforms, and continuous 
education and updates. 

2025 ICKOSSRC International Conference

Basic Act on the Development of Artificial Intelligence and 
Establishment of Foundation for Trust (‘AI Basic Act’) 
• Six chapters
① Chapter 1: General Provisions

• Purpose of the Act, definitions of terms, and scope of application

② Chapter 2: Governance Framework for the Sound Development and Trustworthy 
Deployment of AI
• National Artificial Intelligence Committee

③ Chapter 3: Development of AI Technology and Industry Promotion
• Promotion of the AI industry

④ Chapter 4: AI Ethics and Trustworthiness
• Transparency, safety, and trustworthiness

⑤ Chapter 5: Supplementary Provisions
• Supplementary provisions

⑥ Chapter 6: Penalties
• Penalties

2025 ICKOSSRC International Conference
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AI Basic Act: Article 30 – Support for AI safety and 
reliability verification and certification

• Supports AI in obtaining various verifications and certifications to ensure safety 
and reliability

• Especially for high-impact AI, it is recommended to obtain these in advance; 
however, these procedures are voluntary rather than mandatory

2025 ICKOSSRC International Conference

AI Basic Act: Article 31 – Ensuring Transparency

• AI operators must provide advance notice and label products or services that use 
high-impact or generative AI

• If the output is difficult to distinguish from reality, users must be clearly informed 
in a way that makes this obvious

• However, if the output is an artistic or creative work, the notice or labeling can be 
provided in a way that does not interfere with its exhibition or enjoyment

2025 ICKOSSRC International Conference
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AI Basic Act: Article 32 – Ensuring Safety

• For AI systems with high cumulative computational loads used during training, 
operators must ensure safety by identifying, assessing, and mitigating risks 
throughout the entire AI lifecycle, 

• and by establishing a risk management system to monitor and respond to AI-
related safety incidents.

2025 ICKOSSRC International Conference

What Is High-Impact AI?

2025 ICKOSSRC International Conference



148 2025 International Conference 

What Is High-Impact AI?
• High-Impact AI: “AI systems that may have a significant 
impact on human life, physical safety, or fundamental 
rights, or that may pose such risks.”

• It includes AI used in areas such as energy supply, drinking water 
production processes, healthcare, the development and use of digital 
medical devices, the safe management and operation of nuclear materials 
and facilities, biometric analysis and use for criminal investigation or arrest, 
decision-making or evaluation that significantly affects individuals—such as 
hiring or loan approval—the operation of transportation means, facilities, 
and systems, decision-making by national or local governments and public 
institutions, and student assessment.

• Additionally, the scope may be expanded by Presidential Decree to include 
other areas that could seriously infringe upon individual fundamental 
rights.

2025 ICKOSSRC International Conference

Key Issues in Korea’s AI Act
1. Classification of AI Systems
2. Effectiveness of Actor Categorization in AI Systems
3. Ambiguity in Transparency Provisions
4. Absence of Copyright Provisions
5. Strictness of Investigative Procedures and Low Fines
6. Concerns about Hindering Innovation in the Market

2025 ICKOSSRC International Conference
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1. Classification of AI Systems
• Unlike the EU, Korea’s AI Basic Act does not specify prohibited AI 

categories
• Korea uses a simple two-tier system (high-impact/generative AI), 

which may cause blind spots and overregulation
• Some “limited risk” AI under the EU Act could be treated as “high-

impact AI” in Korea, facing unnecessarily strict rules

2025 ICKOSSRC International Conference

2. Effectiveness of Actor Categorization in AI Systems

• The definitions of “AI developers,” “AI users,” and “affected persons” 
are vague and often overlap

• Many entities act as both users and operators, but the Act does not 
clarify this

• Both groups face almost identical obligations, making the distinction 
ineffective

2025 ICKOSSRC International Conference
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3. Ambiguity in Transparency Provisions
• Article 31(3) is unclear about key terms:

• What exactly is an “output that is difficult to distinguish from reality”?
• What does it mean for users to “clearly recognize” AI-generated content?
• How do we define “artistic or creative value” in AI outputs?
• What does “avoiding interference with exhibition or enjoyment” mean in 

practice?
• These ambiguities make it hard for businesses to comply and for 

regulators to enforce the law.
• Especially for art and creative content, subjective standards may lead 

to inconsistent interpretation and legal uncertainty.

2025 ICKOSSRC International Conference

4. Absence of Copyright Provisions
• The AI Basic Act does not address copyright issues or clarify how it 

interacts with existing copyright law.
• Many copyright questions related to AI remain unresolved.
• The Ministry of Culture, Sports and Tourism(문화체육관광부) is 

working on amendments through the “AI-Copyright System 
Improvement Council,” so new legislation is expected soon.

2025 ICKOSSRC International Conference
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※Copyright and AI: Part 2 – Copyrightability
US Copyright Office’s Position on AI (Jan 2025)

• Copyright protection is limited to works created by humans.
• If AI is just a tool and a human adds substantial creative input, only the 

human-authored parts are protected.
• Minimal human involvement is not enough; substantial authorship is required.
• Collaborative works may be partially protected (only the human contribution).
• The US Copyright Office sees the current Copyright Act as sufficient for the AI 

era and does not recommend new AI-specific copyright laws.
• Korea should consider these developments when shaping its own copyright 

policy for AI.

2025 ICKOSSRC International Conference

5. Strictness of Investigative Procedures and Low Fines

• Article 40 gives government officials broad authority to 
inspect AI operators’ offices and documents if violations are 
suspected

• These investigative powers may be excessive compared to 
other laws

• Administrative fines are relatively low, which may weaken 
enforcement

2025 ICKOSSRC International Conference
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6. Concerns about Hindering Innovation in the Market

• Legal uncertainty and risk of overregulation may discourage 
startups and innovative companies

• It is crucial that implementing regulations reflect input from 
industry stakeholders to avoid stifling industrial 
development.

Thank you

※This image was created using generative artificial intelligence.

2025 ICKOSSRC International Conference
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Fake News Discourse &
Selective Trust in the AI Era 
Joseph Yoo, Ph.D.
Assistant Professor
Communication Department
The University of Wisconsin – Green Bay 

2025 Korean Social Science Research Council

• “Fake news”: Fabricated stories 
mimicking legitimate journalism.

• A rhetorical tool used to delegitimize 
opponents and undermine the credibility of 
the media.

• Erodes journalism and fuels polarization.

• The study examines (1) how alternative 
media strategically deploy the term 
“fake news” and (2) how habitual media 
use shapes selective trust and partisan 
social reinforcement. 
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1) Fake news originally meant intentionally 
fabricated content mimicking journalism.

2) Over time, it has been conflated with
Misinformation (unintentional falsehood),
Disinformation (intentional falsehood),
and Buzzword or rhetorical label with 
diminished clarity.

Definition 
Evolution

• Politicians (notably Trump) have used the 
term as a delegitimizing weapon against 
mainstream media.

• The term now functions more as an 
ideological attack than a factual critique.

Strategic Use of 
“Fake News”
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1) Fake news originally meant intentionally 
fabricated content mimicking journalism.

2) Over time, it has been conflated with
Misinformation (unintentional falsehood),
Disinformation (intentional falsehood),
and Buzzword or rhetorical label with 
diminished clarity.

Definition 
Evolution

• Politicians (notably Trump) have used the 
term as a delegitimizing weapon against 
mainstream media.

• The term now functions more as an 
ideological attack than a factual critique.

Strategic Use of 
“Fake News”

• Fake news as a genre: Disguised 
disinformation mimicking real news

• Fake news as a rhetorical tool: A 
Strategic label used to discredit dissent

• Fake news as an empty buzzword: 
Used so loosely, it loses specific meaning

Egelhofer & 
Lecheler’s 

Framework 
(2019, 2020)

• News habits form through repeated 
behavior and familiarity.

• Habits reinforce confirmation bias and 
availability heuristics, leading to 
selective news trust.

• News-Finds-Me Perception (NFMP): 
Passive news consumption where users 
expect to be informed without seeking 
news

Habitual 
News 

Consumption 
& NFMP
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• Trust only politically aligned information

• Algorithm-driven platforms reinforce bias

• Confirmatory bias narrows informational 
diversity

Selective Trust

• Weaponizing “fake news” risks eroding 
trust in journalism.

• Encourages discursive polarization and 
undermines public deliberation.

• Overuse can trivialize the term, reducing 
its usefulness in countering actual 
disinformation.

Concerns 
Highlighted
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• Trust only politically aligned information

• Algorithm-driven platforms reinforce bias

• Confirmatory bias narrows informational 
diversity

Selective Trust

• Weaponizing “fake news” risks eroding 
trust in journalism.

• Encourages discursive polarization and 
undermines public deliberation.

• Overuse can trivialize the term, reducing 
its usefulness in countering actual 
disinformation.

Concerns 
Highlighted

1) How is the term “fake news” strategically 
framed in the Korean media landscape, 
and how does this framing affect media 
trust and discursive polarization?

2) How do news users in South Korea form 
selective trust in digital news 
environments?

Research 
Questions

• Text analysis of Korean online news 
outlets

• Survey of South Korean adults

• Comparative analysis with U.S. 
alternative media

Methods
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• Case Selection: Newsmax (right-wing) 
and Occupy Democrats (left-wing) are 
chosen due to their hyperpartisan nature.

• LDA topic modeling: Identifies latent 
themes and ideological framing patterns 
based on over 3,000 articles from 2015 to 
2023 that mention “fake news.”

Methods:
Text Analysis

• Online survey (N = 454) of South Koreans

• Tested a dual mediation model linking 
habitual news consumption → selective 
trust → NFMP → partisan social 
reinforcement.

• Controlled for political orientation, 
interest, and media usage types.

Methods:
Survey
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• Case Selection: Newsmax (right-wing) 
and Occupy Democrats (left-wing) are 
chosen due to their hyperpartisan nature.

• LDA topic modeling: Identifies latent 
themes and ideological framing patterns 
based on over 3,000 articles from 2015 to 
2023 that mention “fake news.”

Methods:
Text Analysis

• Online survey (N = 454) of South Koreans

• Tested a dual mediation model linking 
habitual news consumption → selective 
trust → NFMP → partisan social 
reinforcement.

• Controlled for political orientation, 
interest, and media usage types.

Methods:
Survey

Preliminary
Findings

• 'Fake news' used as rhetorical weapon in U.S. 
alt media

• Habitual news use reinforces partisanship via 
selective trust

• Supports cognitive shortcuts and availability 
heuristic

Preliminary
Findings:

Text Analysis

• Both outlets frequently use “fake news” as an 
empty buzzword and weaponized label, with 
little reference to actual disinformation.

• Newsmax used the term to attack mainstream 
media and legitimize Trump.

• Occupy Democrats used it to discredit Trump 
and right-wing misinformation.
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Preliminary
Findings:

Text Analysis

Preliminary
Findings:

Text Analysis
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Preliminary
Findings:

Text Analysis

Preliminary
Findings:

Text Analysis

Preliminary
Findings:

Survey

• Selective trust mediates the relationship 
between habitual consumption and NFMP.

• NFMP strongly predicts partisan social 
reinforcement.

• Direct effect of habitual consumption on 
partisanship is non-significant. Its influence 
is indirect via trust and NFMP.

Preliminary
Findings:

Survey
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Discussion & 
Conclusion

• Algorithms deepen filter bubbles and 
selective trust.

• Reinforce polarization, undermine 
journalism.

• Study offers insights for restoring trust in 
AI-driven news environments

Discussion & 
Conclusion

• The strategic use of “fake news” mirrors 
ideological polarization, regardless of 
political orientation.

• Alternative outlets use the term more to 
delegitimize opposition than to correct false 
information.

• This rhetoric exacerbates media 
fragmentation, weakens journalistic 
standards, and contributes to echo 
chambers and confirmation bias.
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Discussion & 
Conclusion

• Algorithms deepen filter bubbles and 
selective trust.

• Reinforce polarization, undermine 
journalism.

• Study offers insights for restoring trust in 
AI-driven news environments

Discussion & 
Conclusion

• The strategic use of “fake news” mirrors 
ideological polarization, regardless of 
political orientation.

• Alternative outlets use the term more to 
delegitimize opposition than to correct false 
information.

• This rhetoric exacerbates media 
fragmentation, weakens journalistic 
standards, and contributes to echo 
chambers and confirmation bias.

Discussion & 
Conclusion

• Individuals tend to trust personally 
preferred outlets, raising concerns about 
misinformation and filter bubbles.

• Recommendations
(1) Media literacy programs focusing on 

critical engagement over technical skills
(2) Algorithmic design reforms to diversify 

content exposure
(3) Journalism reforms to restore trust across 

generations.
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AI, Robots and the Future of Works:
Ethical, Economic, and Social Dimensions

Michael J. Ahn
    Associate Professor, University of Massachusetts Boston
    National Council Member, American Society for Public  
    Administration

INTRODUCTION
• The transformative impact of AI on society and governance

• Two key questions on AI – Ethics and the Future of Work

• How will AI change our lives, jobs, society, and government?

• AI is rapidly transforming the work landscape, creating a new 
AI sector, promises innovation, productivity boost, and 
efficiency. 

• But it also rases concern for potential and extensive job 
displacement

• Current Debate: AI as an augmenter vs. AI as a replacer

• What to do if the latter?
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DEFINING HUMAN-MACHINE 
BOUNDARY

• AI’s growing role as a creator of value reshapes traditional 
economic frameworks.

• Increasing role of AI and robotics in traditionally human roles:

• Autonomous driving (Tesla, robotaxis)

• Robotics in industry (Unmanned café, restaurants, factories)

• Language models (ChatGPT, Grok-3, Claude)

• Autonomous warfare (drones, unmanned vehicles)

• Expanding the role of machines; human-machine 
collaboration

• Challenging how we define the boundary of machines in 
human domains

THE EMERGING AI INDUSTRY
• AI and robots performing roles traditionally held by humans

• Expansion of AI and robotics into Human Domains

• Tesla FSD, Figure 1, robotaxi, Boston Dynamics robotics

• LLM - ChatGPT, Perplexity, Grok-3, Claude 

• Unmanned café, restaurants, factories

• Changing warfare: algorithms, unmanned vehicles, drones (Milley & 
Schmidt, 2024)

• Categories of AI Industry:

• Infrastructure: AI hardware (chips, servers, networking).

• Software: Machine learning platforms, data analytics.

• Application services: AI in healthcare, automotive (self-driving), financial 
tech, customer service automation.

• Growth Trends: AI-related job postings increased significantly from 0.5% in 2017 
to roughly 2% in 2023, indicating rapid growth and demand. (Lightcast, 2024)
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POLICY CONTEXT: 
THE U.S. AS A MANUFACTURING HUB?

• New administrative initiatives aim to revive 
manufacturing

• Current U.S. labor structure
• Manufacturing Sector: Approximately 9.3% of U.S. 

employment (Statista, 2023).
• Service Sector: Dominant, accounting for 

approximately 79% of employment (Trading 
Economics, 2023).

• Current US labor structure makes the transition difficult.
• Who will work in factories?

• AI and Robots

FROM INFORMATION TO AI 
ECONOMY

Porat’s Information Economy Framework
• Original categorization:

• Primary Information Sector (e.g., media, 
telecommunications).

• Secondary Information Sector (internal information use).
• Evolution into dominant economic force (46% of U.S. GNP 

in 1967 to 63% in 1997).

“AI Economy”
• AI economy defined by autonomous interpretation and 

decision-making.
• Key AI capabilities: machine learning, NLP, computer vision.
• AI as the "new electricity": universal economic impact.
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“AI ECONOMY”
• Primary AI Sector

• Firms explicitly focused on AI development.
• Examples: AI software providers (OpenAI, Google DeepMind), AI 

hardware (Nvidia).
• AI-Integrated Industries

• Traditional industries increasingly leveraging AI for productivity 
and innovation.

• Examples: Manufacturing automation, AI-driven healthcare 
diagnostics, financial sector algorithms.

• AI-Augmented Workforce
• Jobs enhanced and reshaped through integration with AI 

technologies.
• Examples: AI-supported medical diagnoses, AI-enhanced 

analytics roles.
• Implications for Measurement and Policy

• Need for updated economic metrics to accurately capture AI’s 
economic contributions.

• Potential for targeted fiscal policies (e.g., robot tax) to manage 
transitions and inequalities.

MARKET SIZE, IMPACTS AND 
ECONOMIC IMPLICATIONS

• Market Size and Growth
• Current Global AI Market (2023): ~$189 billion (UNCTAD, 2025).
• Projected Growth: Approximately $4.8 trillion by 2033 (25-fold 

increase).
• Growth Drivers: Rapid adoption of generative AI technologies; 

annual growth rate 30–40%.
• Major investments: Generative AI investment surged from $1.3 

billion (2022) to $17.8 billion (2023).
• Economic Implications

• Productivity Boost: AI could significantly enhance productivity by 
automating routine tasks and enabling innovation.

• Job Exposure: Approximately 40% of global jobs partially 
automatable (IMF, 2024).

• Advanced economies face greater disruption (~60% exposure) 
compared to emerging economies (30–40%).

• Job displacement vs. augmentation—AI redefining labor roles.
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AI’S IMPACT ON INEQUALITY

• Wage Gap Concerns: Potential widening gap between 
high-skill, AI-literate workers and those more vulnerable to 
automation.

• Uneven Access and Benefits: Advanced economies 
better positioned to capture AI benefits, potentially 
exacerbating global inequality.

• Policy Necessities: Proactive measures required to mitigate 
inequality, such as workforce retraining, education 
investments, and targeted fiscal policies (e.g., Robot Tax).

WHY CONSIDER A ROBOT 
TAX?

• Redistributing Economic Gains: Ensuring wealth generated 
from AI efficiency benefits all citizens, not just technology 
companies.

• Do we need to intervene or leave it to the market?

• Responding to Wealth Concentration: Without systematic 
redistribution, wealth and revenue from productivity gains 
and automation will overwhelmingly accrue to AI and 
technology companies.

• If no one has money to spend, what good is an 
efficiency gain?
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KEY QUESTIONS FOR 
IMPLEMENTING A ROBOT TAX

1. Categorizing the AI Industry:
• How should we define AI for taxation purposes—hardware 

infrastructure, software applications, services, or both?
• New category in economic input-output table – impact of 

AI industry on value creation
2. Determining Tax Targets:

• Should taxes apply to developers of AI technologies, users 
who automate jobs, or both?

3. Taxation Level -
•  What is a fair, effective tax rate that avoids discouraging 

innovation?
4. International Collaboration

• How can we ensure international collaboration to avoid 
competitive disadvantages and tax evasion?

ETHICAL AND ECONOMIC JUSTIFICATION 
FOR REDISTRIBUTION

• “Do we need this or should we let the market decide?”
• Protecting displaced workers, basic income, job training, 

and social welfare programs
• Maintain a level of market demand by way of wealth 

redistribution
• Balancing economic growth from innovation vs. social 

equity and fairness.
• Creating a choice for employers: Choose AI or Human 

Agent faced with Robot Tax – which will be “cheaper?”
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ETHICAL GUIDELINES FOR AI – WHOSE 
ETHICS?

• Machine Ethics – why do we need it?
• Value judgement in public policy
• Ethical guidelines for AI are crucial as machines take on more 

significant roles. 

• No universal, monolithic ethical consensus exists.
• Human ethical foundation: Personal, religious, cultural value systems
• Geographic differences: U.S., Italy, China, India.
• Diverse religious/philosophical values: Christianity, Islam, Judaism, Buddhism, 

Hinduism, Atheism, New Age, etc.
• US Constitution as a value system – liberty, equality, justice for all (“created 

equal,” divine origin of men)

• The paradox of unethical humans teaching ethical AI
• AI is what data they consume - AI systems learn primarily from data, reflection of 

our behaviors.
• Human actions often differ what they say – are we really ethical?
• Parents advising against excessive phone usage yet we are glued to our 

phones ourselves.
• Necessity: Lead by example; we need to be ethical in the first place for ethical 

AI.

AI TRANSPARENCY AND TEACHING 
COMPASSION

• Humans often demand transparency from AI but 
human judges are often not transparent.

• Trust in human judges is based on assumed compassion 
and common ethical standards of culture, religion and 
geography.

• Human emotion and compassion in judgement
• “I like you” factor then looking for evidence.
• AI is not capable of such “liking” – are we ok with this?

• Critical challenge: AI lacks inherent compassion and 
emotional understanding.

• Need for intentional training of AI in compassion
• Christian-specific standard of compassion may differ 

across other cultural and religious traditions.
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THE “PERFECT INFORMATION” 
PROBLEM

• Traditional organizations as information processors

• Collecting, processing, and producing valuable decision outputs

• AI providing “perfect information” from outside the organization
• Challenges to traditional organizational structures

• Example: Why enroll in universities when AI offers instant knowledge?

• AI reduces demand for human "information agents" (e.g., law 
graduates). 

• Potential shift in organizational theory and practices

• Overdependence on AI systems and increasing uniformity
• Loss of diversity in decision-making and innovation.

• Uniformity in decisions (e.g., financial investments) could amplify 
economic risks, creating catastrophic failures.

• Promote decentralized, diverse AI systems to mitigate systemic risks.

REDEFINING THE ROLE OF HUMANS 
IN AN AUTOMATED WORLD

• Identifying uniquely human roles amid AI expansion
• What roles remain for humans amid expanding AI capabilities?

• Impact on Writing and Creativity
• Has ChatGPT “killed” traditional writing?
• Importance of “intentionality” in writing, art, music

• The Concept of Human-Certification
• Growing significance of human authenticity in art and music
• Valuing creations that embody human experience and emotion

• The Case for a Robot Tax
• Addressing societal and economic impacts caused by AI 

transformation

• Reduce severe concentration of wealth by AI, support displaced 
workers (social welfare), provide retraining opportunities - “soft 
landing” 

• New: Tax AI and robots as value-creating entities in the economy
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A GLIMPSE INTO THE FUTURE: INSIGHTS 
FROM THIS YEAR’S NOBEL PRIZES

• Era of Human-Machine Collaboration
• Highlighting interdisciplinary cooperation between AI and 

sciences

• Importance of collaboration between social and natural sciences

• Nobel Prizes in chemistry
• Demis Hassabis and John Jumper developed AlphaFold2, an AI model that 

solved the 50-year-old challenge of predicting proteins’ complex 3D 
structures from their amino acid sequences.

• Using AlphaFold2, they predicted the structures of nearly all 200 million 
known proteins, greatly advancing the field of structural biology.

• Application to Public Administration
• Creation of area-expert AI platforms:  “public policy” machine

• Shift in education towards training AI systems

CONCLUSION
• Embrace Human-AI Collaboration

• Proactively define roles and boundaries between humans and machines

• AI as a New Source of National Wealth
• AI will determine the wealth of a nation
• Recognize AI’s growing role as an independent economic and value-

creating entity.
• Implement Robot and AI Taxes to support equitable economic transitions 

and “soft transformation” to automation.

• Develop Ethical Frameworks
• Establish clear ethical guidelines (compassion) for AI development and 

deployment

• Reimagine Organization Theory
• Rethink traditional organizational theories in light of AI’s expanding 

capabilities

• Cultivate Uniquely Human Contributions
• Seek uniquely human activities
• Value human-certified art, music, and writing

• Invest in Education and Interdisciplinary Collaboration
• Prepare professionals for AI-integrated environments 
• Train AI specialized in public policy formulation, implementation, evaluation
• Focus public administration education on creating data, training AI
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AI or Not AI: Perspectives of Higher Education in Uzbekistan

Tashkent University of Information and Technologies Vice Rector, 
Djamshid Sultanov

As the world rapidly transitions from digital transformation (DX) to an era of AI 
transformation (AX), higher education systems must rethink their roles in shaping 
future-ready societies. This keynote explores how Uzbekistan’s universities are 
embracing this challenge with purpose and vision. With AI no longer a distant 
frontier but an immediate force reshaping economies, labor markets, and 
knowledge systems, institutions in Uzbekistan are proactively reimagining their 
educational models.

The presentation will address key strategies being implemented, such as integrating 
AI-related disciplines across curricula, upskilling faculty in digital competencies, 
and fostering partnerships with technology and research sectors. Particular 
emphasis will be placed on aligning education with values such as inclusion, 
ethics, and sustainability, ensuring that AI serves human development rather than 
replacing it.

Drawing on both national initiatives and university-level reforms, the keynote 
presents Uzbekistan’s higher education response not as a matter of choosing "AI 
or not AI," but rather as a matter of choosing how to harness AI in meaningful 
ways. This forward-looking approach seeks to empower the next generation to 
become co-creators of a future where AI augments human potential, nurtures 
critical thinking, and promotes a just and innovative society. The talk will offer 
valuable insights for universities around the world navigating similar transitions in 
the age of AX.
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Challenges for Building Bright Human-Centered AX era: 
Frontier Technology, Empathy, Communication, and 
Integration

Moon Suk Ahn (Prof. Emeritus of Korea University)

Key Questions:

0. Is the arrival of the AX era inevitable or a choice?
0. What are the grounds for pessimism and optimism in  
regarding the future of humanity?
0. What is the impact of AX on the future world?
0. Is human-centered AX possible?
0. What are the  challenges for human-centered AX?
0. Hawking’s warning on AI and implication to AX era

1. Evolutionary Process of Human Civilization
Human history has evolved through cutting-edge 
technologies (Steam Engine, Electricity, Computer, and AI).
Frontier technologies have created new living space, new 
kind of human-beings, new production system, new 
interpersonal relationships, new market structures, and 
new forms of government.
The new frontier technologies have brought about four 
Industrial Revolutions.
The 1st and 2nd Industrial Revolution created cities as the 
living space, city dwellers as the new human species, 
factory production as production system, permanent 
market as transaction pattern, and bureaucracy as the new 
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governance. Steam engine and electricity triggered the 
revolutions.
The computer technology created the 3rd Industrial 
Revolution. Living space evolved into cyber space. Netizen 
was born as the new human species. E-commerce became 
the new transaction method. E-government appeared as 
the new pattern of government.
The frontier technologies that are triggering the 4th 
Industrial Revolution are AI, IoT, Big Data, Cloud 
Computing, Mobility, Blockchain etc. Among them AI is 
leading the new revolution. 
In essence, the AX era is not driven by a single technology 
but by the synergistic convergence of breakthroughs in AI 
algorithms, the availability of big data, powerful computing 
infrastructure, widespread connectivity, and more natural 
ways for humans to interact with machines. .
In the new world of the 4th Industrial Revolution, living 
space of the new era is hybrid space merging cyber space 
and the physical world. Humanoid, the new species appear 
in the living space together with netizens. Consumers 
become prosumers who produce products and services at 
the consumption site. Digital on-demand transaction will be 
next transaction system. E-government is being replaced 
into Digital Platform government.
AX has been born in the Fourth Industrial Revolution.  

2. Data as a primary driver in the AX era
In the 1970s and 1980s, The "close coupling" or tight 
integration of computer programs and data had evolved.
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The introduction of DBMS marked a significant shift in 
1990s. Databases provided a structured and organized way 
to store and manage data, separate from the application 
programs that accessed it. This allowed multiple programs 
to share the same data, improving efficiency and reducing 
redundancy.
In 2000s, the explosion of data from diverse sources (social 
media, sensors, IoT devices) has created a paradigm shift. 
Programs, especially AI and machine learning models, are 
now designed to process and learn from these vast 
datasets. We call this as the Big Data era, It was called 
also as the DX era.
Finally we reached to the AX Era. 
In this era, data is not just something to be processed; it's 
the foundation upon which models are built and trained. 
The quality and quantity of data directly determine the 
performance of AI systems. Data become the source of the 
National Wealth.

3. Background Technologies of AX era
The background technologies are Deep Learning, 
Generative AI, Big Data and Cloud Computing, Enhanced 
Computing Power, Internet of Things(IoT) and Sensor 
Technology, Advancements in Human-Computer 
Interface(HCI), and Extended Reality(XR)

In this AX society, AI is easy to learn and to use. Humans 
live with the help of AI in all aspects. AI becomes like 
water. Nations that use AI efficiently will be the winners. 
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Nations that reluctant to use AI will be the losers. 
Naturally AX era can be assumd to be neccesary step in 
the human history.

3. Evolution from the Information Society to the Intelligent 
Information Society: from DX to AX
The intelligent information society of the 4th Industrial 
Revolution inherited Clonism Society and information 
overlord from the information society.
In the information society, through SNS,　humans on earth 
are connected to each other. In the new society. 'the pain 
and unhappiness of one individual are felt as the pain and 
unhappiness of the entire human race. The Clonism 
Society has born.
In such a world, empathy should develop between 
individuals in order to avoid chaos and conflict among 
people. Empathy includes thinking, feeling, and acting from 
the perspective of others, moving beyond the individual 'I' 
to a dominant sense of 'we'. This capacity for empathy 
can work favorably in resolving conflicts.
But information overload in information society resulted in 
polarization among people and lack of communication 
between politicians and scientists. This capacity worked 
unfavorably for building bright information society.

AX era begins with those two contrasting phenomena. 
Consequently, without the development of novel governance 
to manage human’s selfish exploitation of intelligent 
machine and information overload, the AX era becomes 
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significantly more perilous to human society.

Machine-based Intelligence Society and AX
The AX era can be said to be the Intelligent Information 
Society.
As artificial intelligence develops further, intelligent 
machines can gain self-awareness and act as autonomous 
agents, we enter the era of machine-based intelligence 
society.
There exist possibility in which humans and intelligent 
machines collide.
In the machine-based era, if such abilities of 
understanding and empathy develop between humans and 
intelligent machines, then humans and intelligent machines 
can move towards a mutually beneficial cooperative 
relationship resulting in the bright AX era. 

4. What we learn from the past information society.
The Club of Rome in the 1970s told us lessons.
Through computer simulations, they presented a 
pessimistic view (Doomsday Theory), stating that without 
urgent and drastic measures, humanity would perish due 
to explosive population growth, pollution, and food 
shortages, the crisis variables.
They reasoned that the excessive specialization within 
science and technology, coupled with communication 
difficulties among scientists, would prevent science and 
technology from progressing at the rapid, exponential rate. 
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Fortunately, humanity has overcome this pessimism and 
continued to advance.
Science and technology have progressed at a 
hyper-exponential rate, guiding the destiny of humankind.
At its core was the Third Industrial Revolution, the 
Information Revolution.
Humanity has indeed moved beyond the pessimism with  
help of science and technology.
In the information society, however, polarization among 
people and communication difficulties between scientists 
and politicians have hindered the much more needed 
empathy and cooperation among people.

5. Possible Path to Bright Human-centered AX
Humanity, with intelligent machines possessing the 
immense power of artificial intelligence may produce a  
optimistic future.
The scenario begins with all purpose intelligent AI (AGI). 
The ChatGPT could reduce the information overloads to 
people. 
ChatGPT’s excellent search and summarization abilities are 
expected to save humanity from the information overload.
A reduction in information overload will lessen polarization 
in people and promote communications between politicians 
and scientists. 
It will finally promote empathy among people and even 
between human and intelligent machine.
Bright AX society could be reached.
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6. The keys for building a bright AX era 
Realizing a bright future in the AX era, driven by 
automation and AI, requires addressing several key 
challenges. First and foremost, it is crucial to cultivate 
empathy between humans, and between humans and 
intelligent machines. This will contribute to strengthen 
social connections and reduces alienation. Secondly,  
communication between politicians and scientists is 
essential for in-depth discussions and rational policymaking 
regarding the complex ethical, social, and technological 
issues of the AX era. Finally, overcoming political 
polarization, which hinders healthy social consensus, is 
necessary to ensure that AX technology contributes to the 
prosperity of society as a whole to build the bright 
human-centered AX future.

8. Conclusion
In our discussion, we found that we can avoid the 
Doomsday and build the bright future through AX.
Beyond AI Technology, the Human Imperative is essential 
in the desirable AX Future.
Bridging the AX Divide among people and nations
can forge a Hopeful Future in the Age of AX.
We strongly believe that we can escape the Hawking's 
Warning on Future of humanity.
At the dawn of the AX era, humanity’s future rests upon 
us, the social scientists.
Human-centered bright AX era is not free. It is costly. We 
humans have to do our best effort to build the bright 
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future.
Let’s bravely move forward together with a pioneering 
spirit.

Thank you!
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Uneven Automation
ChatGPT’s Impact on Software Tasks Varies by Difficulty 

and Data Availability

Myokyung Han, Jiwoon Hong, Taegyoon Kim, Jinhyuk Yun, Lanu Kim
Presenter: Lanu Kim (KAIST)

https://lanukim.github.io
https://computationalsociologylab.github.io

GenAI / LLM and society

growing interest for applying LLMs to medical domains (Wei et al., 2024),

improve student engagement and interaction in education (Kasneci., 2023)

reshaping organizational management strategies (Ayinde et al., 2023), 

revolutionizing software development practices in information technology (Liu et al., 2024), 

influencing economic structures and labor markets (Eloundou et al., 2023),
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All jobs

All jobs

• 2/3 of all jobs will be replaced by Generative AI. 
• Not only structured tasks, but unstructured tasks are also 

likely to be replaced. 
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Empirical Gap: Gen AI's Impact on Labor

• Prediction, prediction, prediction

“AI may diminish some of today’s valuable employment opportunities.” 
(Frank et al., 2019)

“These new technologies are set to drive future growth across industries. Such posi
tive effects may be counter-balanced by workforce disruptions.” 

(The Future of Jobs Report 2020).

“The potential scope of automation and augmentation will further expand over the 
next few years, with AI techniques maturing and finding mainstream application 

across sectors.” (Cramarenco et al. 2023)
5
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Our approach

Our empirical site: software engineers

Our approach

Our empirical site: software engineers

• 44.8% of computer and mathematical jobs (including software engineers) are at 
risk of being replaced by AI.

• So far, people conduct surveys (Wang et al., 2023, Feng et al., 2024 ) or do in-depth 
interviews (Woodruff  et al., 2024 ) 

=> Lack of the general overview; not substantive evidence of labor market
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This is not new.

16
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“Peasants Farming” Granger The Bodleian Library, Oxford

(left) Lunch atop a Skyscraper (1932)  (middle) Indiana glass works boys (1908)  (right) Cotton mill girl  (1908)
Photographed by Lewis Hine
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Theoretical ground

19

Theoretical ground

20

Difficulty of the questions
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Theoretical ground

21

Data availability

Research questions

Do difficult questions in Stack Overflow decrease faster 
after ChatGPT than easy questions?

Do digitized (=textized) topics in Stack Overflow decrease faster 
after ChatGPT than less digitized topics?

22
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Research questions

Do difficult questions in Stack Overflow decrease faster 
after ChatGPT than easy questions?

Do digitized (=textized) topics in Stack Overflow decrease faster 
after ChatGPT than less digitized topics?

24



session 5 201

RQ1: Do difficult questions in Stack Overflow decrease faster 
after ChatGPT than easy questions?

• Analytic challenge: measuring difficulty of questions

25



202 2025 International Conference 

Code = Program language 
(PL)

Text = Natural language 
(NL)

Tag

28

Method

Difficulty
Measure

Code
Complexity

Calculate the Code Complexity in the source code
measures the level of human effort to comprehend  

Purpose Data

Measure the difficulty of each question based on the rubric
evaluates the technical sophistication based on content 

python PL of question

2021-11-30 ~ 2023-11-30

python NL+PL question

2021-11-30 ~ 2023-11-30
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Method

Difficulty
Measure

Code
Complexity

Calculate the Cognitive Complexity in the source code
measures the level of human effort to comprehend  

Purpose Data

Measure the difficulty of each question based on the rubric
evaluates the technical sophistication based on content 

python PL of question

2021-11-30 ~ 2023-11-30

python NL+PL question

2021-11-30 ~ 2023-11-30

Code Complexity

The complexity of source code increases after ChatGPT.
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Method

Difficulty
Measure

Code
Complexity

Calculate the Code Complexity in the source code
measures the level of human effort to comprehend  

Purpose Data

Measure the difficulty of each question based on the rubric
evaluates the technical sophistication based on content 

python PL of question

2021-11-30 ~ 2023-11-30

python NL+PL question

2021-11-30 ~ 2023-11-30

What is a difficult question?

32
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35

Too time consuming and not scalable.

Research Design

36

Difficulty Measure

1. 2. Annotate the difficulty of samples

3. LLM Tuning

1. Sampling some Question

4. Annotate target questions
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Research Design

37

How to Measure Difficulty of Questions

few shot CoT Self-Consistancy

Iterate the process and check accuracy

3. LLM Tuning

Research Design

38

How to Measure Difficulty of Questions

few shot CoT Self-Consistency

Iterate the process and check accuracy

3. LLM Tuning
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Changes in difficulty of question composition

The percentage of Basic/Intermediate Level 
questions significantly decreased 

The percentage of Advanced Level questions 
significantly increased 

Research questions

Do difficult questions in Stack Overflow decrease faster 
after ChatGPT than easy questions?

Do digitized (=textized) topics in Stack Overflow decrease faster 
after ChatGPT than less digitized topics?

40
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RQ2: Do digitized (=textized) topics in Stack Overflow decrease 
faster after ChatGPT than less digitized topics?

• Analytic challenge: measuring digitized topics

41

42

Method

Tag 
composition

Topic 
composition

Measure the amount of digitized topics by using BERTopic
model and its topic composition

Purpose Data

Measure the amount of digitized topics by analyzing tag 
composition

python NL question

2021-11-30 ~ 2023-11-30

All tags Tag only

2021-11-30 ~ 2023-11-30
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43

Method

Tag 
composition

Topic 
composition

Measure the amount of digitized topics by using BERTopic
model and its topic composition

Purpose Data

Measure the amount of digitized topics by analyzing tag 
composition

python NL question

2021-11-30 ~ 2023-11-30

All tags Tag only

2021-11-30 ~ 2023-11-30

Changes in topic composition

The composition of less digitized topics (B) increases after ChatGPT.
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45

Method

Tag 
composition

Topic 
composition

Measure the amount of digitized topics by using BERTopic
model and its topic composition

Purpose Data

Measure the amount of digitized topics by analyzing tag 
composition

python NL question

2021-11-30 ~ 2023-11-30

All tags Tag only

2021-11-30 ~ 2023-11-30

46Equal

Unequal Equal

Unequal
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Research questions

Do easy and difficult questions in Stack Overflow decrease equally 
after ChatGPT? 

Do digitized (=textized) topics in Stack Overflow decrease faster 
after ChatGPT than less digitized topics?

47

No!

Yes!

How about inter-relationship of these two?

48

Equal

Unequal
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49

50

Basic Advanced
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Summary

• More intensive inequality story at the labor market. 
• In any forms of AI, it is likely to be reproduced. 

52
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Questions?

53
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1 한국노동연구원 Korea Labor Institute

Collaboration between school 
meal cooks and robotic chefs

SuMin Park,
Korea Labor Institute

2 한국노동연구원 Korea Labor Institute

Back Grounds

Industry Automation now extends beyond manufacturing 
to service industries.
• In Korea, the service sector accounts for 57% of GDP but features low 

capital/employment. The restaurant industry suffers from labor shortages 
and low wages.

• Service and manufacturing sectors differ significantly in capital, 
employment size, work characteristics, labor composition, and wage levels.

• In 2023, food service was chosen as a priority sector for robot adoption.

➔ How are robots introduced in the service industry changing workers’ 
tasks, labor intensity, and working conditions?



session 5 217

3 한국노동연구원 Korea Labor Institute

Robots and the Transformation of Work
Robot adoption sparks diverse perspectives on how automation 
affects both employment and the nature of work.

Task - Job 
Replacement

Changing Forms 
of Labor Division

• Heteromation shifts core tasks to end-users, making them integral to the 
automated system. Workers are both beneficiaries and operators (Ekbia
& Nardi, 2014)

• Workers interpret machine outputs, handle unaccounted information, 
mediate customer-machine interactions, and adjust performance during 
failures(Park, 2023; Fox et al., 2023; Quadri & D’Ignazio, 2022). 
Customers share worker’s responsibility (Kelly et al., 2017)

• Automation discourse obscures the human labor and infrastructure 
behind system operations (Grey & Suri, 2018; Mateescu & Elish, 2019; 
Park, 2021)

•Focuses on economic impacts of technology
•Highlights job losses/gains and productivity growth
(Acemoglu & Autor, 2011; Acemoglu & Restrepo, 2019, 2020; Frey & 
Osborne, 2013; Park et al., 2023; Yoon, 2023)
•Important to distinguish tasks from occupations
– Task substitution ≠ Occupation substitution
(Autor et al., 2003; Autor, 2013)

4 한국노동연구원 Korea Labor Institute

• Field Study
- Analysis of work sequence, tasks, and ergonomics pre/post robot adoption.
- Group Interview after robot adoption.

Methods
Field observation in 3 middle schools with robots.

School A School B School C

Number of students served 750 950 470

Number of cooking staff 6 8 4

Visit before robot adoption X O O

Visit after robot adoption after 9 months 1 month after Day of first meal service

Robots adopted
2 stir-fry robots

1 soup robot
1 frying robot

1 stir-fry robot
1 frying robot

1 frying robot
(* can cook soup/stew)
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5 한국노동연구원 Korea Labor Institute

Methods

6 한국노동연구원 Korea Labor Institute

School Meal Robot Deployment Status
Since its first adoption in Seoul (2023), school lunch robots have expanded 
rapidly. However, regional responses remain mixed due to differences in 
population density, labor markets, and school size.

Metropolitan/Provincial 
Office of Education Status and Plan (as of Oct. 2024)

Seoul 2 schools adopted; 6 more planned
Incheon 1 school adopted; next year’s budget secured
Busan Under internal review
Daegu 1 school adopted; no additional plans (single-unit type)

Gwangju Under internal review
Daejeon None

Ulsan None
Sejong None

Gyeonggi 5 schools in procurement, expected adoption by Oct.
Gangwon 1 school adopted; to be included in next year’s main budget but no appicant
Chungbuk None
Chungnam None
Jeonbuk 1 school adopted; future plans undecided
Jeonnam No plan due to budget limitations

Gyeongbuk 1 completed, 2 in progress
Gyeongnam Under internal review

Jeju 2 schools planned for adoption
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7 한국노동연구원 Korea Labor Institute

Background of School Meal Robot Adoption
Robots are being rapidly introduced in school kitchens for political, industrial 
and administrative reasons, but workers are excluded from the decision-
making process.

Workplace
Safety

Industrial
Development

Labor 
Shortage

Deployment 
Background

Adoption 
Decision-Makers

Conflict between labor union and 
education office due to high work 
intensity and safety (cancer caused 
by cooking fume)

Government support for the 
promotion of the 'K-robot' industry

Operational challenges due to labor 
shortage in school lunch

KIRIA
(Gov.)

Robot
Company

The Office 
of 

Education 
and the 
School 

Principal

8 한국노동연구원 Korea Labor Institute

Characteristics of School Meal Kitchen Labor
High deadline pressure, complex workflows, and difficulty in standardizing 
tasks; flexible cooperation among workers to handle limited staffing.

•School C: Approximately 470 students served (117 meals per worker)
Kitchen Worker 1 Kitchen Worker 2 Kitchen Worker 3 Kitchen Worker 4

07:30~08:00 Ingredient receiving and Checking

08:00~11:00

Vegetable preparation Vegetable preparation Chicken preparation

Rice Vegetable preparation
Kitchen cleaning

Batter mixing, coating, 
and frying

Staging Food 

Preparing kimchi 
for serving Other side dishes Dishwashing

Meal setup Making sauce for fried d
ishes Soup

Dishwashing Kitchenware washing
Preparing fruit 

for dessert Frying assistance Check vegetables
for side dishes

11:00~11:30 Staging food and setting the serving line / Kitchenware waching
11:30~12:00 Break  and Lunch for workers
12:00~13:00 Meal distribution
13:00~15:30 Dishwashing/Cleaning
15:30~16:30 Rest, shower, and wrap-up
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9 한국노동연구원 Korea Labor Institute

Workflow Changes with Frying Robot Introduction

Current cooking robots support individual tasks, not full workflows: 
alleviating musculoskeletal strain and reducing heat and respiratory risk

Before robot introduction After robot introduction
Loading battered chicken portions into the frying 

basket (by worker)

Place the basket in the holding area (by worker)

Touch panel activation (by worker)

Lifting the basket from the holding area (by robot)

Placing chicken into boiling oil Lowering chicken basket into pot  (by robot)

Manual stirring with skimmer during frying Basket shaking during frying(by robot)

Lifting the fully fried chicken with skimmer Lifting the basket after frying(by robot)

Shaking off excess oil Draining excess oil

Transferring it to a large mesh strainer Placing the basket in the holding area

Skimming crumbs from oil Skimming crumbs from oil

Moving fried contents to a serving tray Moving fried contents to a serving tray

repeat

Replaced tasks by 
robots

10 한국노동연구원 Korea Labor Institute

Workflow Changes with Frying Robot Introduction

Current cooking robots support individual tasks, not full workflows: 
alleviating musculoskeletal strain and reducing heat and respiratory risk

• Tasks replaced 

- Placing the chicken into the boiling oil 

- Stirring it during frying (must stay close to the pot)

- Lifting the cooked chicken and shaking off excess oil (Shoulder strain and 
slippery floors). Stir-fry robots are more effective in reducing shoulder 
strain
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11 한국노동연구원 Korea Labor Institute

Workers’ Reactions to the Introduction of Cooking 
Robots

Reactions to robot performance are mixed; some workers express 
anxiety about adjusting to new work rhythms following robot adoption.

“We can’t just fry as much as we want. There’s a certain limit. We have to portion it out to the amount that comes out 
best.”
“I thought the robot would just lift things up and drop them in for us. But it doesn’t do that — if we want to use it, we 
have to pre-portion everything into under 10 kilograms first.”
“With regular jjajang, we just serve it directly from the tray. But with the robot, we have to divide it into batch 1, 2, and 3. 
And before, we only used four trays, but now it takes five — which means more dishwashing too.”

• Fixed basket sizes require portioned cooking, often increasing the number of repetitions needed to 
produce the same quantity of food.

• Physical strain decreases with robot use, but total time may rise—especially when food must be divided 
into smaller portions or when workers are unfamiliar with the system.

• Existing time-optimized routines must be restructured to accommodate robot-based processes.
Robot use is feasible only when tasks can still be completed within the required time frame.

12 한국노동연구원 Korea Labor Institute

Workers’ Reactions to the Introduction of Cooking 
Robots

Positive impact on body strain and heat exposure, but path-related 
disruption observed.

"I’ve been doing this for a long time, and my shoulders really hurt. So equipment 
like stirrers or fryers—it’s better if we use them. They make things much easier. We 
lift heavy things all the time... those food trays, as you know, are really heavy."
"When you're working in front of the pot, sometimes the heat makes it hard to 
breathe. But with the robot, that doesn’t happen."
"We move around too, but now the robot blocks part of the space. If I want to go 
that way, I have to walk around it. The workflow path has gotten too narrow."

• In compact school kitchens, the addition of robots has complicated 
movement flow. While collision-prevention features exist for robots, the 
restructured layout increases the risk of collisions among workers and with 
kitchen equipment such as carts.
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13 한국노동연구원 Korea Labor Institute

Workers’ Reactions to the Introduction of Cooking 
Robots

Initial robot operation difficulties are overcome through hands-on 
learning, grounded in prior experience.

• On-site Support and Learning
“We were only able to learn so quickly because the engineer stayed with 
us for six months. If they had just installed it and left, I don’t think we 
could’ve handled it.”

• Recipe Innovation by Field Workers
Kitchen workers adapted recipes to robot capabilities, enabling dishes 
previously thought unfit for automation.

• Functional Repurposing
Workers proposed new uses for the robot fryer (e.g., boiling), leading to 
suggestions for hybrid pots and customized trays.

14 한국노동연구원 Korea Labor Institute

Workers’ Perception to the Introduction of Cooking 
Robots

Workers perceived robots as highly capable of performing kitchen 
tasks, but did not see them as a serious threat to job security.
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15 한국노동연구원 Korea Labor Institute

Conclusions
• Labor Characteristics of School Meal Work

• School kitchens involve complex, non-standardized tasks under strict time pressure.
• Compared to manufacturing, these environments remain highly labor-intensive and lack 

conveyor-style workflows.
• Current robots alleviate physically demanding tasks but do not fully automate the 

process
• While full job replacement appears unlikely, the substitution of specific tasks is 

increasingly feasible.
• Exclusion of Workers from Robot Governance

• Kitchen workers were not meaningfully included in robot adoption decisions or 
safety/training programs.

• This lack of inclusion may reduce acceptance and hinder effective utilization after 
deployment.

• Need for Human-Robot Interaction and Reskilling
• Workers are not just end-users but integral actors in the technology adoption network.
• Their practical knowledge allows for novel uses beyond initial design intentions.
• Experience with robot operation may evolve into new roles or occupations.
• Policy must consider how to transition middle-aged women in disappearing jobs into 

new assistive technology (AX) roles.

16 한국노동연구원 Korea Labor Institute

Discussion
Labor Quality, Satisfaction, and Emerging Challenges in Robotized 
Service Work

• Can low wages be improved?

• Robots shift the nature of work
- Replacing active production with machine 

assistance may reduce job satisfaction
- School meal vs. Highway rest stops   

• Cognitive/emotional labor often remains 
invisible  

- In restaurant front-of-house work, robots 
may reduce physical tasks but increase the 
need for constant environmental 
monitoring—shifting workers toward more 
responsive, less visible forms of cognitive 
and emotional labor.

Category Description Examples

Task
Substitution

Robots take over specific tasks or conne
ct multiple robotic functions (e.g., smart 
orders, kiosks, serving robots) to substit

ute some human work.

Restaurant serving robots 
Hamburger patty cooking

Productivity 
Enhanceme

nt

Robots perform or assist with part of the 
task, allowing workers to focus on other 
duties, enhancing overall productivity an

d service quality.

Cafe beverage prep, 
restaurant serving robots 

(serving, grilling)

Labor Intensi
ty Reduction

Although robots do not fully replace work
ers, they take over physically demanding 
parts of tasks, helping reduce labor burd

en overall.

School meal cooking,
Pasta cooking,

Restaurant service 
(serving, dish return)
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17 한국노동연구원 Korea Labor Institute

Discussion
Aspirations for automation and advancements in automation technologies 
are reinforcing each other, accelerating deployment across sectors.

Automated snack bar using a slicer, rice dispenser, and auto-
cooker

• Automation is not only about high-tech robotics
- In many workplaces, simple and low-cost 

automation tools can drive equally significant 
changes.

• Barriers to ‘automation’ and ‘optimization’ are 
diminishing

- The psychological, technological, and financial 
thresholds for automation have lowered.

• Rising labor costs and persistent labor 
shortages are fueling demand for automation
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Sustainable Development
of Urban Digital Twin

1

Yoshihide SEKIMOTO, Professor
Director, Center for Spatial Information 

Science (CSIS), University of Tokyo

The 2025 International Conference of 
the Korean Social Science Research 
Council (KOSSREC) at Seoul, Korea

 (May 28, 2025)

2http://sekilab.iis.u-tokyo.ac.jp
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Today’s contents

• For smooth distribution of geospatial 
information & automatic generation of 
digital twin 

• Public service development for citizen 
collaborated infrastructure monitoring: My 
City Report (MCR)

• Public service development for citizen 
collaborated long-term urban planning: My 
City Forecast (MCF)

3

4

How to realize 
sustainable digital 

smart city ??
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Recent Smart City
• From sensors and devices to data centric 

5https://www.sidewalklabs.com/

Alibaba city ?
• Alibaba “ET BRAIN”@杭州, China

6https://jp.alibabacloud.com/product/datav
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No Concept ?
• “Super city” policy in Japan Gov. 

7https://www.kantei.go.jp/jp/singi/tiiki/kokusentoc/supercity/setsumei.pdf

Current problems
• For researchers, AI and big data are 

normal, but for daily city operation, not 
normal.

• Methodology should be sustainable even 
for normal small cities.

• Almost all trials finish when projects 
(money) finish.

• Many data are not available when 
projects finish.

8



session 6 231

Our direction
• Develop effective grand design of urban data integrating each 

infrastructure service domain such as transportation, road, water, 
building, environment etc.

• Safe and smooth data integrating technology from different types 
of stakeholders such as local gov., national gov., private company 
and personal

• Citizen collaborative by default
• Don’t depend/trust too much on the local gov.

9

• Supporting real smart city is difficult but maintaining digital twin 
can be possible !

• Manage local digital twin sustainably from the open data by our 
own resources including neutral public but external sector (out of 
gov. sector)

Web-based visualization 
technology trend
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11

For smooth geospatial 
data distribution & 

automatic generation 
of digital twin from 

open data

Road map of Geospatial Information Center

12東京大学CSIS-i第10回公開シンポジウム
国土地理院 村上氏資料より

FY2012-2013 FY2014-2015 FY2016 FY2018 FY2020

Four 
operation
s of QZSS

Start of 
official 

operation
GSIC

Demonstration experimental of GSIC (MIC)

Expert subcommittee of geospatial 
information sharing and use
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Geospatial Information Center
• Is business hub by distribution of business/open geospatial data 

since 2016.
• Is operated by AIGID (Association for Promotion of Infrastructure 

Geospatial Information Distribution) 
• Profit should be kept by side businesses.

https://www.geospatial.jp

13

Core data and services in each field
Tourism

Urban/National Land 
planning

民間データ等

Open data

Traffic

Disaster
prevention

Infrastructure maintenance

Geospatial
Information

Center

防災科技研 理研

国交省
国政局

内閣府
防災

ダイナミックマップ
基盤

国立
情報学研究所

国交省
技調

地理院地図
（地理院）

静岡県
島根県・群馬県

愛知県

国交省
総政局

内閣府
科技イノベ

企業
各社

京都市

室蘭市
（北海道）

地下街・
空港・鉄道
（首都圏）

公共交通
OD協議会

MyCity
Report

千葉市・室蘭市・沼津市・
花巻市・品川区、茨城県

Data.go.jp
（内閣府）

国交省国政局
国土数値情報

DLサービス

災害時協定
各社

連携協定
システム連携 共同研究

3次元地図共通PF

静岡県

高槻市
（大阪）

OD提供
他数団体内閣府

IT戦略
（OD）

パブリックタグ
場所情報コード
（地理院）

MyCity
ForecastMyCityサービス

通行実績マップ
（パイオニア社）

防災関連DB

自治体OD
屋内位置情報共有PF

オンライン
電子納品DB

タイル配信読込

民間データ
地番検索DB

インフラ点検
3次元地図DB

南砺市

都市計画基礎調査
データ加工

高知県、兵庫県、山形県、熊本県
横浜市、名古屋市、広島市

国交省
都市局

国交省
道路局

Agriculture Land & building

法務省 経産省
さくらインターネット
（衛星画像）

森林点群データ
（長野・静岡）

14
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Simple building 3D open data had a big 
impact (Project PLATEAU by MLIT)

15
https://www.mlit.go.jp/plateau/

Online electronic delivery

Digital City Service

Top page

Dataset registration
in GSIC (CKAN)

Geospatial Information
Center (GSIC)

Data stakeholder

Other DB

Automatic synchronization between 
data registry and digital twin view 

Data set management
Visual interface as a digital twin 
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Synchronized visualization core 
between original data and tile data

CAD Boring
data

Satellite  
Aerial 
photo 
data

Buildin
g data

Point
cloud
data

Mapbox GL JS ＋ Deck.gl

GLTFLoader
/Three.js等 3D Vector tile

Elevati
on

data

Raster tileVector tile

LAS etc.CSV,XML SHP, OBJ, CSV etc.TIFF etc. DEM etc.DXF等

Facility 
manag
ement 
data

Hot standby status with tiles from original data

Permitted 
data can be 
downloaded 

from 
original

Next step

Nation-wide digital twin depending 
on the local govs (Apr. 2023)

18
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19

My City Report

Maeda, H., Sekimoto, Y., Seto, T., Kashiyama, T. and Omata, H.: Road Damage Detection and 
Classification Using Deep Neural Networks with Smartphone Images, Computer-Aided Civil and
 Infrastructure Engineering Vol.33, pp.1127–1141, Wiley, June 2018.

Aging civil infrastructure…
• Citizens’ better understanding should be needed 

for aging civil infrastructure in the local gov.…

20
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Collaboration between citizens 
& local government

(“My City Report” project)
Daily road patrol by road manger

Wall graffittiPavement 
damage

“Chiba repo” (Citizens’ report)

Citizen-Government
 collaborating SNS

Report by
smartphone

Real-time road damage detection 
with smartphone

Road damage

Upload images to server only when road damages are detected !
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Training dataset with classification 
labels

D01

Linear crack, longitudinal,
wheel mark part

D00

Linear crack, lateral, 
equal interval

D10

Linear crack, lateral, 
construction joint part

D11

Alligator crack

D20

Rutting, bump, 
pothole, separation

D40

Cross walk blur

D43

White line blur

D44

Linear crack, longitudinal,
construction join part

Collection of training dataset

D00 D01 D10 D11 D20 D40 D43 D44 TOTAL
Ichihara�city 175 71 18 9 43 8 20 138 482
Chiba�city 183 187 13 12 27 3 104 267 796
Sumida�ward 168 660 20 61 21 19 201 482 1632
Nagakute�city 482 477 169 58 351 14 90 659 2300
Adachi�ward 529 1013 153 279 172 11 191 567 2915
Muroran�city 671 574 124 88 1192 189 50 712 3600
Numazu�city 560 807 245 129 735 165 161 908 3710

0

500

1000

1500

2000

2500

3000

3500

4000

#�
O
F�D

AM
AG

ES

TOTAL 2768 3789 742 636 2541 409 817 3733 15435

Seven local governments ran 1,600km (50 hours), collected 160K 
road damage images and put labels for 9,053 damage images

横断歩道
のかすれ

白線
のかすれ

段差、剥
離、ポット
ホール

線状
ひび割れ

（横）施工
ジョイント

亀甲状
ひび割れ

線状
ひび割れ
（横）

間隔が均等

線状
ひび割れ

（縦）施工
ジョイント

線状
ひび割れ
（縦）

車輪走行部
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World’s first published large-scale 
dataset for road damage image

※プライバシー保護のため、人の顔、
車のナンバープレートにモザイクをかけています。

25

（https://github.com/sekilab
/RoadDamageDetector）

Classification accuracy
Some classes are difficult to detect due to less images

D00 D01 D10 D11 D20 D40 D43 D44
Recall 0.40 0.89 0.20 0.05 0.68 0.02 0.71 0.85

Precision 0.73 0.64 0.99 0.95 0.68 0.99 0.85 0.66
Accuracy 0.81 0.77 0.92 0.94 0.83 0.95 0.95 0.81

Runtime is 30.6ms on GPU serve, and 1.5s on smartphone

(g)�D20 (h)�D43,�D44 (i)�D00,�D44

(j)�D01 (k)�D00
D00�:�Liner�crack,�longitudinal,�

wheel�mark�part
D01�:�Liner�crack,�longitudinal,�

construction�joint�part
D10�:�Liner�crack,�lateral,

equal�interval
D11�:�Liner�crack,�lateral,�

construction�joint�part
D20�:�Alligator�crack
D40�:�Rutting,�bump,�pothole,�separation
D43�:�White�line�blur
D44�:�Cross�walk�blur

(i)�Class�name

Maeda, H., Sekimoto, Y., Seto, T., Kashiyama, T. and Omata, H.: Road Damage Detection and 
Classification Using Deep Neural Networks with Smartphone Images, Computer-Aided Civil and
 Infrastructure Engineering Vol.33, pp.1127–1141, Wiley, June 2018.
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Road AI Dashboard
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Connecting with researchers all 
over the world by open data

• Road Damage Detection and Classification Challenge
in IEEE Big Data Cup 2018@Seattle, Dec.10, 2018

• 59 teams from 15 countries are participating for this challenge:
USA(11), China(8), India(6), Poland(4), Germany(3), South 
Korea(3), France(2), Taiwan (2), Philippines(2), Pakistan(1), 
Vietnam(1), Morocco(1), Canada(1), Spain(1) and Japan(1). 

29

Global Road Damage Detection 
Challenge, IEEE Bigdata 2020

• Aim to be more generalized detection model adding 
India and Czech data

• 120 teams from many countries participated

30
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Renew as a start up since Apr. 2020
（Urban X Technologies Inc.)

31

https://www.u-
tokyo.ac.jp/focus/ja/featur
es/entrepreneurs03.html

My City Forecast

Hasegawa, Y., Sekimoto, Y., Seto, T. and Fukushima, Y. and Maeda, M.: Urban 
Planning Communication Tool for Citizen with National Open Data, Computers, 
Environment and Urban Systems, Elsevier, Available online 19, June 2018.

Urban Planning Communication Tool for 
Citizen–Government Cooperation
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Do you know future 
population in Japan ??

Edo era Meiji era



244 2025 International Conference 

Background
• Compact city is needed in Japan
• About 300 local governments are developing compact 

city plan

35

Aging society

Aging infrastructure

Depopulation

Image of 
compact city 
(From MLIT)

City should be compact !

Designated 
residential 

area

Designated urban 
functional area

36

◆Densely Inhabited District 
 is used for current version of future 
population distribution in MCF.

Example of compact city zoning
 (Kanazawa City)

◆Desingated Residential Area
 is a new zoning plan in each city. Be 
consider to this workshop using MCF.
 (This data is included .geojson file)
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Compact city 
conceptRationalization

Green 
town..

Urban Planners Citizens

？

How will my 
life be?

• Publication of master 
plans (booklet or pdf) and 
holding briefing sessions

• Explanation of how the 
city will be as a whole

• What they really want to know 
is effect to their daily lives

• Anxiety and repulsion due to 
lack of information

Compactization  
= cut down?

Opinion+
evaluation

orientation

Current Public Involvement
 in Urban Planning

37

Communication 
Gap !

Our site (https://mycityforecast.net/)

38

• We already open MCF for 1670 local governments
 (97% of all) using open data 

Step1. Select the area
(500m square grid)

Step2. Select the 
future year

Step3. Compare the three types 
of results simulated in 14 factors

Step4. Register your 
opinions

14 factors such as 
population  
(total/elder/youth), 
accessibility to 9 
urban facilities, 
green environment, 
and administrative 
cost

Three types of 
results (current/ 
without compact 
city plan/ with 
compact city plan)
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Simulation algorithm for future state

39

The data including information
 for the future

❖ Japanese census    ❖Digital national land information
❖Financial information from municipal government
❖The information about public transportations

Estimated future 
population 
distribution

Assuming that specific areas are 
designated as residential areas

Estimated the 
existences of 

urban facilities

Judging whether urban facilities can 
maintain their functions by 

population around them

Administrative 
costs

On the basis of estimated 
population distribution and  

location changes of urban facilities

❖Future population ❖Environmental index
❖Accessibility of urban facilities in the future
❖Administrative cost for each resident

input

output

Simulation taking into account 
the notion of the compact city

Estimated life-related indicators
in each region every five years

❖Population distribution ❖Land use plans 
❖Green land distribution ❖Urban facility distribution
❖Administrative cost information ❖Public transportation system

Six fundamental factors illustrating 
urban structure included in data

Cohort predicted
Population

Prediction of the 
number of houses

The number of new 
demand houses

The number of update 
houses

Choice of residential 
area

Distribution to the 
designated residential 
area (Increasing ratio 

of household is 
weighted)

The number of 
future houses

Estimated 
population 
distribution

Future urban area

The number 
of houses

Population

Year: t ｔ+5

Corrected by the 
Projection Population 

value (IPSS)

BAU urban structure：
Planned structure：

Assumption
- House demand is satisfied within the city (local government).
- Newly houses for new demands and updates are built in the designated 

residential area.
- We use DID data by default as the designated residential area.
- Population and urban area increase proportionally with the number of 

household.

Future population distribution

40
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Population of local government

Medical facility

School

Supermarket

Future facility existence
– Estimate withdrawal threshold value of the population density from 

the current existence of facilities in each local government
– Commercial beneficial facilities

Withdraw if the density is under the threshold value
– Public facilities

No change in case of “As is” urban structure without compact city 
plan, and  same rule as commercial facilities with compact city plan

41
Withdrawal threshold value of facility Threshold value of each local government

Real-time customize function by 
regional private detail data

42

Select the residential 
advancement district

Set the compact 
policy of urban facility

Customized your own
“MyCityForecast”

DB
Send data

Re-simulationCustomize page

Issue the URL

Set parameter/ Upload dataUser

Real-time calculation (several minutes) for 
workshop between planner and citizens

Click the grid

Input the threshold 
population density 

value for the existence 
of each facility
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Workshops using My City Forecast

43

Operation Discussion

City Date Theme Number of 
participants

Mito City (Ibaraki Pref.) 10/16/2015 Study workshop for urban master plans in administrative office 18

1/21/2016 Workshop for use and application of open data 20

Yokohama City (Kanagawa Pref.) 11/9/2015 Training in practical use of data for administrative employees 52

1/16/2016 Workshop to think about Aoba-district’s future by using data 11

Kurashiki City (Okayama Pref.) 1/7/2017 Traffic congestion prevention policy around tourist spot 15

Gotsu City (Okayama Pref.) 1/14/2017 Public transport/ Medical and nursing care problem in the 
underpopulated area

25

Nanto City (Toyama Pref.) 1/21/2017 Workshop for public facility policy 25

43

Share the 
problems

Attitude change for compact city policy
• Survey user’s experiments of MCF in Mito City via internet survey for 

the attitude of compact city on Dec. 2015.
• 113 citizens consisting of 61 citizens inside residential guidance area 

and 52 citizens outside.
• For procedural justice, both citizens showed more positive attitude 

via MCF, but for private justice, the citizens who live outside showed 
more negative.

44
2

2.2

2.4

2.6

2.8

3

3.2

3.4

3.6

3.8

評
価
点

(平
均

)

Step1,内側 Step1,外側
Step2,内側 Step2,外側
Step3,内側 Step3,外側

Procedural justice  Private benefit     Social benefit      
Attitude

Step1, 
insideStep2, 
insideStep3, 
inside

Step1, 
outsideStep2, 
outsideStep3, 
outside

Ev
al

ua
tio

n 
sc

or
e 

(A
ve

ra
ge

)

Step1: Before 
explanation about effects 
of compact city
Step2: After explanation 
about effects of compact 
city
Step3: After provision of 
detail and personalized 
information through MCF
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Willingness to pay for move to 
inside of the area

• In step 3, 6% persons who answered “Will not move even if 
any support fee for move” changed attitudes to “Will move 
depend on the support fee”.

45

Will not move even if any support fee for move
Will move depend on the support fee
Will move even if no support fee
Average WTP

6% persons 
changed 
attitudes

Step1: Before 
explanation about effects 
of compact city
Step2: After explanation 
about effects of compact 
city
Step3: After provision of 
detail and personalized 
information through MCF

Conclusions
• Cutting edge technologies & social 

implementation are pair of wheels !!

46

History of public service by UT & AIGID
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Thank you for kind listening !!

http://sekilab.iis.u-tokyo.ac.jp
sekimoto@csis.u-tokyo.ac.jp

47
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Can AI outperform the shortest path?:  
Rethinking routing in agent-based traffic models 

KOSSREC Meeting May 28th, 2025 Hyesop Shin 

Agent-based modelling in Social Science 

Social Science 

Agent-based 
modelling 
(ABM) 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Seoul CBD 

Shin and Bithell (2023): TRAPSim in Seoul

Spatial extent: 16km2

Temporal res: 1 minute

Jan.1st-Mar.31st 2018

2D Version

3D Version

CBD of Seoul, S.Korea

Glasgow CBD 

Simulating traffic based on shortest path

Spatial extent: 4km2

Temporal res: 30 sec

May.26th-Jun.5th 2022

2.5D Version
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OD Trip 
Analysis 

Traffic 
Flow 

Generate traffic 

CO2 
Emission 

Scenario 
analysis 

Estimating 
carbon footprints 

What if scenarios 

Emission 
Calculator 

5 

Generating Traffic and emissions Model Development 

Agents 

Agents calculate static shortest path (Dijkstra, A*)

Why Agent-Based Modelling in Traffic? 

Agent-Based Modelling (ABM): 
 A “white box” approach where we simulate 
individuals (cars, people) making decisions in a 
spatial environment. 

 

Strengths: 

● Transparent and traceable decision rules 
● Great for what-if scenario testing 
● Can represent micro-level interactions (e.g., 

car-following, detours) 

White box: We can observe each 
step of the world changing 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But ABM also has its own weaknesses 

Often uses fixed rules (shortest path, fixed demand) 

Lacks realistic behavioural adaptation (i.e. bounded rationality) 

Data-hungry and hard to calibrate without real-world feedback 

“We’ve made our agents smart enough to move, 
but not yet smart enough to behave.” 

How do you find your destination? 

Origin Destination Origin Destination

Shortest path
via Algorithms

Actual Route
via instinct, Traffic, Mobile apps, 

Eco-Friendly etc.

vs
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AI: Filling the Behavioural Gap 

“Avoid school at 3pm” 

Cognitive flexibility without needing to hard-code every rule 

Roadblocks Not every 
agent behaves 

the same

Using Entropy as a measurement 

Gao et al., 2024 

🛑🛑 Fastest ≠ Best 
🛑🛑 Shortest ≠ Smartest Choice 
📉📉 We need to measure how agents diversify, adapt, and 
respond: Entropy 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Humanised Routing Scenarios 

11 

● 📈📈 High entropy → realistic adaptation 
● 📉📉 Low entropy (close to 0) → rigid, robotic, fragile 

Entropy formula:  

H=−∑pilog  2(pi)

Humanised Routing Scenarios 

12 

Traditional Agent  LLM-Driven Agent Scenario 

School zone at 3 PM  
 
Sudden roadblock  
 
 
Emission zone violation 

Follows shortest path 
 
Cannot respond 
mid-simulation 
 
Ignores unless coded  

Reroutes based on prompts  
 
Sudden roadblock  
 
 
Avoids proactively 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Auckland, NZ 

Symonds St → Remuera Rd 

Shortest Path: everyone funnels into 
the same road 

GPS Trace: varied human detours 

LLM Agent: prompted to “avoid 
congestion and schools” 

📍📍 

📍📍 

origin 

Destination 

One Journey, Three Routes 
Symonds St → Remuera Rd 

🛣🛣 Shortest Path: everyone funnels 
into the same road 
 📍📍 Entropy = 0.20 

🚗🚗 GPS Trace: varied human detours 
 📍📍 Entropy = 1.45 

🤖🤖 LLM Agent: prompted to “avoid 
congestion and schools” 
 📍📍 Entropy = 1.48 

O  D 

100 cars 

40 cars 

60 cars 

50 cars 

50 cars 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Real Behaviour Happens Over Time 

2025: An important year of AI 

An open framework for multi-agent simulations 
powered by language models 

Supports perception, reasoning, memory, 
planning 

Publicly demoed agents doing realistic social 
behaviours in physical and online environments 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Closing 

ABM-AI research is still young 

ABMs show us how the world works 

AI can help us simulate how people really behave. 

But we need benchmarks like entropy to make sure our 
simulations don’t just look intelligent, but feel real. 

AI  Agent- 
behaviour 

ABM 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컨소시엄

How to update maps quickly using AI

FROM DX to AX: 
Exploring New Paradigms In the  Social Sciences

2025.5.28 / Dr. Aetti Kang

컨소시엄

CONTENTS

How to update maps quickly using AI

I. Business Overview

II. Change Detection Method

III. Solution Development 

Method

IV. Solution Performance
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30

컨소시엄

How to update maps quickly usingAI

I. Business Overview

Background

Goals

컨 소 시 엄

How to update maps 
quickly using AI

II
사업개요

1. Background

4

『Digital Topographic Map』 using AI-based Change Detection

For rapid reflection of national land changes in geospatial data

AS-IS TO-BE

NGII

“Production of digital topographic map”

Aerial imagery

(AI change detection) Mapping work

UUppddaattee  ccyyccllee::  sseevveerraall  mmoonntthhss
((AAnnnnuuaall  ccoosstt::  oovveerr  2200BB  KKRRWW))

PPrroodduucciinngg  ttooppooggrraapphhiicc  mmaapp
TTiimmee  rreedduuccttiioonn  // CCoosstt  ssaavviinnggss

((2200~~3300%%  rreedduuccttiioonn  iinn  mmaappppiinngg  wwoorrkk))

Manual change input

Manual map editing 
by visual comparison

Official change 
announcement

Aerial 
imagery

Orthophoto

AI change detection

annually

annually

Orthophoto
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컨 소 시 엄

How to update maps 
quickly using AI

II
사업개요

2. Goals

5

▪ AI-based National Land Change Detection Service Enhancement 

Category Performance Indicator
Evaluation 

Proportion(%)
Target

Data Collection & 
Processing

Multisensor image training data accuracy 30
93% / 70,500Unit

(Cumulative 141,000)
Geolocation alignment training data 

volume
5 40-degree grid/1:5000

Image quality evaluation training data 
accuracy

1
80% /3000 items per 

each/3-point scale

Change explanation training data accuracy 1 -

AI Solution Development & 
Testing

Image georeferencing accuracy 8 RMSE <= 3M

AI model accuracy for binary change 
detection

10 92%

AI model accuracy for semantic change 
detection

10 93%

Change explanation accuracy 2 -

Number of change detection system built 10 1set(update)

Number of field testing 10 1

30

컨소시엄

How to update maps quickly usingAI

II. Change Detection Method
Detection Method

Input/Output

Developed Model
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How to update maps 
quickly using AI

ⅡⅡ
변화탐지방법

컨 소 시 엄
7

1. Detection Method

▪ Detection of changes and display of details between two time period 
inputs (Image, map, and point cloud)
✓ Includes AI for pre-processing image quality, georeferencing, etc

Binary 
change 

detection

레이어탐지

T+1 image

T+0 image

레이어탐지
레이어탐지Building 

layer 
detection

레이어탐지
레이어탐지
레이어탐지Building 

layer 
detection

Semantic 
change 

detection

Image 
quality

Georefere
ncing

Change 
explanation

T+0 map

How to update maps 
quickly using AI

ⅡⅡ
변화탐지방법

컨 소 시 엄
8

2. Input/Output

▪ Output by change detection program

Binary Change Detection AI Semantic Change(area) Detection Semantic Change(height) Detection

▪ Compares images with 
the same range, area, 
and resolution, and 
shows whether there 
was a change in the 
location of cells at the 
same position

▪ Extracts desired objects in vector form 
from the input image and shows whether 
there is a change in the area of those 
objects

▪ In the past, comparison was made by 
extracting only the desired object layer 
from the digital map

▪ Performed when a building is 
selected as an object

▪ Creates a shapefile storing the 
average height values of point 
clouds included in the building

▪ Compares the height of 
buildings from two different 
time periods

1 0.5 0 1 0.5

0 0 1 0 0

0 1 0.5 0 0

1 0.5 0 0 0

0.5 0 0 0 0

• Output format: shapefile • Output format: shapefile (+EXCEL)

IIDD CChhaannggee AAddmmiinn  ddaattaa MMaattcchh
ssttaattuuss

11 Road 
expansion

Y Y

22 Road
closure

N N

2

1

2

IIDD CChhaannggee AAddmmiinn  ddaattaa MMaattcchh
ssttaattuuss

11 Height 
increase

Y Y

22 Area
expansion

N N

33 Demolition Y Y

1
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How to update maps 
quickly using AI

ⅡⅡ
변화탐지방법

컨 소 시 엄
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3. Developed Model

▪ Types of national land change detection models

New data

Past data

Imagery
Point cloud DEM

Aerial image Ortho satellite image

Imag
ery

Aerial image
Binary change

Semantic change
(shape, area)

Semantic change
(shape, area) - -

Ortho satellite 
image

Semantic change
(shape, area)

Binary change - -

Point cloud - - Semantic change
(height) -

Digital topographic map Semantic change
(shape, area)

Semantic change
(shape, area) - -

DEM - - - Semantic change
(height)

• IImmaaggee::iimmaaggee mmooddeell : Detects changes in buildings and roads between two images (past and recent) using AI
• MMaapp::iimmaaggee mmooddeell : Compares AI-extracted features (buildings, roads) from recent imagery with 

corresponding features from past map data to detect changes
• PPooiinntt cclloouudd::ppooiinntt cclloouudd mmooddeell : Detects height changes between two sets of point cloud data from different 

time periods
• DEM comparison model: Detects terrain elevation changes by comparing two DEM datasets from different 

times

30

컨소시엄

How to update maps quickly usingAI

III. Solution Development Approach

Training Data Development

Model Development and Training

System Implementation
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How to update maps 
quickly using AI

ⅢⅢ
솔루션
구축방법

컨 소 시 엄
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1. Training Data Development

▪ Draft definition of change detection objects

No
Major

category
Middle

category

Subcategory
(Topographic
feature name)

Label name
Available 

image
Input data used

Training data preparation Cartograph
er task 

difficulty

AI
Recognitio
n difficulty

Change detection types

Human 
recognition

Use of map
(+admin data)

New
Closure

(Disappeared)
Change

1

Transpor
tation

Road

Road 
boundary(polygon)

Road
Satellite
/aerial

Orthoimage
(25cm)

O O Mid Low

Road planned
/

under 
construction

Road closure

Area / length 
increase

(under
construction)

2 Sidewalk(boundary) Sidewalk

Aerial

Orthoimage
(25cm)

O O High High Open

Closure

Area and 
length change

3

Road facility

Crosswalk
(boundary)

(planned in 2nd yr)
Crosswalk

Orthoimage
(25cm)

O O Mid Mid Open
Area and 

length change

4
Safety zone
(boundary)

Safety zone
Orthoimage

(25cm)
X O Mid Mid Open

Area and 
length change

5
Overpass(boundary)

(planned in 2nd yr)
Overpass

Orthoimage
(25cm)

O O Mid Mid Open
Area and 

length change

6
Bridge(boundary)
(planned in 2nd yr)

Bridge
Orthoimage

(25cm)
O O Mid Mid Open

Area and 
length change

7
Building

Building Building(boundary) Building
High-res

orthoimage
(12cm )

O O Mid Low
New 

construction

Demolition

Area / length 
increase

8 Greenhouse
Greenhouse
(boundary)

Greenhouse
Orthoimage

(25cm)
O O Mid Mid

New 
construction

Area / length 
increase

9

Man-
made 

Structure
(facility)

Storage yard
Storage yard
(boundary)

Storage yard
Orthoimage

(25cm)
X O High Mid Open

Area / length 
decrease

10 Installation
Solar panel
(boundary)

(planned in 2nd yr)
Solar panel

Orthoimage
(25cm)

O X Low Low Installation
Increase

/decrease

11

Cemetery

Cemetery(경계) Cemetery
Orthoimage

(25cm)
O O Mid Mid Open

Increase
/decrease

12 Public cemetery
Public

cemetery
Orthoimage

(25cm)
O O Mid Mid Open

Increase
/decrease

13 Burial mound Cemetery
Orthoimage

(25cm)
O O Mid Mid Open

Increase
/decrease

How to update maps 
quickly using AI

ⅢⅢ
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1. Training Data Development

▪ Draft definition of change detection objects

No
Major

category
Middle

category

Subcategory
(Topographic
feature name)

Label name
Available 

image
Input data used

Training data 
preparation Cartograph

er task 
difficulty

AI
Recognitio
n difficulty

Change detection types

Human 
recognitio

n

Use of map
(+admin data)

New
Closure

(Disappeared)
Change

14

Man-
made 

Structure

Cultivated 
land

Paddy field
(boundary)

Paddy field

Satellite
/aerial

Orthoimage
(25cm)

Satellite image
(50cm)

O O Mid Mid Reclamation Closure
Expansion
/reduction

15
Dry field

(boundary)
Dry field O O Mid Mid Reclamation Closure

Expansion
/reduction

16
Orchard

(boundary)
Orchard O O High High Development Closure

Expansion
/reduction

17
Forest

Forest area
(boundary)

Forest O O High High Afforestation Deforestation
Expansion
/reduction

18 Pasture Pasture O X High High Reclamation Destruction
Expansion
/reduction

19

Water system

River(boundary)
Replaced with land-

sea boundary
(planned in 2nd yr)

Water
system

O O High Mid Formation Landfill Expansion

20
Dam, reservoir

(boundary)
(planned in 2nd yr)

Water 
system

O O High Mid Formation Landfill Expansion
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1. Training Data Development

▪ Pre-processing for training data development 

Zone

No. of 
1:5,000 

map 
sheets

Note

Processed count

1:1000
map sheets

1 25 Seogwipo area
Y2021: 516 sheets
Y2022: 541 sheets
Y2023 : 541 sheets

2 61
Seogwipo area

vicinity

Y2021: 1465 sheets
Y2022: 1510 sheets
Y2023 : 1510 sheets

3 41
Seogwipo area

vicinity

Y2021: 997 sheets
Y2022: 997 sheets
Y2023 : 997 sheets

4 47
Reflecting 

development near 
Jeju Airport

Y2021: 1175 sheets
Y2022: 1175 sheets
Y2023 : 1175 sheets

5 61 Urban
Y2021:1525 sheets
Y2022: 1525 sheets
Y2023 : 1525 sheets

6 60 Suburban
Y2021: 1450 sheets
Y2022: 1500 sheets
Y2023 : 1500 sheets

7 60 Mountainous area
Y2021: 1500 sheets
Y2022: 1500 sheets
Y2023 : 1500 sheets

• Training data was pre-processed across 7 zones
• The processed data was then used to develop final training datasets

How to update maps 
quickly using AI
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1. Training Data Development

▪ Types and volume of training data developed

Data type
Image 

resolution

Number 

of 

zones

Pre-

processing 

unit size

Number 

of data 

develop

ed

For base 

model 

training

1:5000 

map 

sheets

3

zones

20m x 

20m
50,553

For fine-

tuning 

training

1:1000 

map 

sheets

62

zones

20m x 

20m
11,751

Category Target object
Target volume Developed volume

Satellite Aerial Satellite Aerial

Transportation Road

RRooaadd ((SSSS)) 3,000 4,000 3,600 6,132

SSiiddeewwaallkk ((SSSS)) - 3,000 - 4,578

SSaaffeettyy zzoonnee ((OODD)) - 4,000 - 4,944

Building
Building BBuuiillddiinngg ((OODD)) 8,000 10,000 8,000 10,624

Greenhouse GGrreeeennhhoouussee ((OODD)) 4,000 10,000 4,000 19,344

Man-made 

Structures
Cemetery

CCeemmeetteerryy ((OODD)) - 3,000 - 5,184

PPuubblliicc cceemmeetteerryy ((OODD)) - 1,500 - 2,016

Natural 

feature

Cultivated land

PPaaddddyy  ffiieelldd ((SSSS)) - 3,000 - -

DDrryy ffiieelldd  ((SSSS)) 2,000 3,000 2,160 2,148

OOrrcchhaarrdd ((SSSS)) 2,000 3,000 2,160 6,177

Forest
FFoorreesstt ((SSSS)) 1,000 3,000 1,350 7,578

PPaassttuurree ((SSSS)) - 3,000 - 5,166

Water system LLaakkee aanndd rreesseerrvvooiirr ((SSSS)) 1,000 3,000 1,080 1,248

TToottaall 7744,,550000 9977,,448899

Training Data Volume for Binary Change 
Detection Models

Training Data Volume for Object 
Detection AI
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2. Model Development and Training

▪ Development and training of binary change detection model 

• Deep Metric Learning
• The AI model learns to map similar images to similar representations, and dissimilar images to 

distinct representations
• Compressed feature representations are extracted from input images using the trained model
• The difference between the feature vectors is computed to determine the binary change

Anchor

Negative
Positive

Positive

Positive

V
i
e
w
1

V
i
e
w
2

AAnncchhoorr

NNeeggaattiivvee

NNeeggaattiivvee
PPoossiittiivvee

Atmospheric and geometric 
model data augmentation

Triplet Loss
Automated dataset developed

Triplet Loss
Dataset

Snow
Rain

Shade
Sun

Moving
Rotation

Metric Learning
Triplet-Loss(anchor-positive- 

negative)T
r
a
i
n
i
n
g

I
n
f
e
r
e
n
c
e

RReeffeerreennccee

CChhaannggeeddRReeffeerreennccee

NNoo  cchhaannggee

Approach for binary change detection Application of binary change detection algorithm (example)

High similarity

Low similarity

View 1 View 2

How to update maps 
quickly using AI
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2. Model Development and Training

▪ Training for semantic change detection
• Applied algorithms capable of recognizing both topographic features and visual appearances 

of digital topographic maps
• Utilized conventional object detection and semantic segmentation algorithms

• Adopted Yolov11n which supports real-time processing with simultaneous detection and 
segmentation
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컨소시엄
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IV. Solution Performance

Performance Evaluation Method

Performance Test
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1. Performance Evaluation Method

Accuracy Measurement 
of the Binary Change Detection 

Accuracy of the Object Detection (Detection Content)

BBeeffoorree AAfftteerr

BBiinnaarryy  cchhaannggee  ddeetteeccttiioonn  
aaccccuurraaccyy

CCoorrrreeccttllyy  ddeetteecctteedd  cchhaannggeedd  ggrriidd  ccoouunntt

TToottaall  cchhaannggeedd  ggrriidd  ccoouunntt
OObbjjeecctt  ddeetteeccttiioonn  aaccccuurraaccyy

CCoorrrreeccttllyy  ddeetteecctteedd  oobbjjeecctt  ccoouunntt  ((ggrriidd  cceenntteerr))

TToottaall  oobbjjeecctt  ccoouunntt  ((ttoottaall  ggrriidd  cceenntteerr))
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2. Performance Test

▪ Test Area : 20 map sheets of Jeju Island at 1:1000 scale (selected to reflect regional 
characteristics, including urban, suburban, and non-urban areas)

▪ Input : Orthoimages of 2021 and 2022

▪ Output : Performance results of the change presence detection and change detail detection 

▪ Performance Evaluation Method(ground truth) : 

① Visual comparison      ② 2022 revised topographic maps

Agricultural regions 
(primarily with greenhouses) 

and urban areas are 
selected as the test areas

How to update maps 
quickly using AI

ⅣⅣ
솔루션성능

컨 소 시 엄
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2. Performance Test

▪ Characteristics of test areas (representative Images)

Agricultural area Urban area
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2. Performance Test

▪ Visual comparison
MMaapp  NNoo ttoottaall TTPP TTNN FFPP FFNN AAcccc pprreecciissiioonn rreeccaallll

0 672 190 166 288 28 52.976% 39.749% 87.16%
1 672 105 289 234 44 58.631% 30.973% 70.47%
2 672 122 271 261 18 58.482% 31.854% 87.14%
3 672 61 304 303 4 54.315% 16.758% 93.85%
4 672 55 377 228 12 64.286% 19.435% 82.09%
5 672 116 264 284 8 56.548% 29.000% 93.55%
6 672 424 84 143 21 75.595% 74.780% 95.28%
7 672 185 154 318 15 50.446% 36.779% 92.50%
8 672 140 365 145 22 75.149% 49.123% 86.42%
9 672 51 431 184 6 71.726% 21.702% 89.47%

10 672 49 373 249 0 62.891% 16.443% 100.00%
11 671 59 412 189 12 70.089% 23.790% 83.10%
12 672 144 244 265 19 57.738% 35.208% 88.34%
13 672 35 401 233 3 64.881% 13.060% 92.11%
14 672 58 349 263 2 60.565% 18.069% 96.67%
15 672 175 234 227 36 60.863% 43.532% 82.94%
16 672 30 310 326 6 50.595% 8.427% 83.33%
17 672 72 233 358 9 45.387% 16.744% 88.89%
18 672 84 254 327 7 50.298% 20.438% 92.31%
19 672 263 163 223 23 63.393% 54.115% 91.96%
Total

(Average) 13,439 2418 5678 5048 295 60.243% 32.387% 89.13%

How to update maps 
quickly using AI

ⅣⅣ
솔루션성능

컨 소 시 엄
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2. Performance Test

▪ Model characteristics Agricultural area

Urban area

✓ Accurately detects new or demolished 
buildings

✓ Tends to falsely detect color changes in 
greenhouses

✓ Tends to falsely detect changes in roof colors

✓ Successfully detects changes in stockpiled 
materials with noticeable color variation

✓ Accurately detects changes in building color

✓ Accurately detects changes in road facilities 

✓ Tends to falsely detect color changes in 
greenhouses

✓ Tends to falsely detect shadows as changes

✓ Tends to falsely detect moving objects like 
vehicles as changes

MMaapp  NNoo rreeccaallll AArreeaa
0 87.16% Urban
1 70.47% Agricultural
2 87.14% Agricultural
3 93.85% Urban
4 82.09% Agricultural
5 93.55% Agricultural
6 95.28% Urban
7 92.50% Urban
8 86.42% Agricultural
9 89.47% Agricultural

10 100.00% Agricultural
11 83.10% Agricultural
12 88.34% Agricultural
13 92.11% Agricultural
14 96.67% Agricultural
15 82.94% Urban
16 83.33% Agricultural
17 88.89% Urban
18 92.31% Urban
19 91.96% Urban
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2. Performance Test

▪ Performance test by visual comparison

2021

2022

✓ TP examples of successful detections (agricultural areas) 
Areas of Change Detected by AI

How to update maps 
quickly using AI

ⅣⅣ
솔루션성능

컨 소 시 엄
24

2. Performance Test

▪ Performance test by visual comparison

2021

2022

✓ TP examples of successful detections (urban areas) 
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2. Performance Test

▪ Performance test by visual comparison

2021 2022

✓ FP examples of detected changes in stored materials (map sheet 09)

www.inspace.co.kr

‘Image data service belt covering SSPPAACCEE AAIIRR  GGRROOUUNNDD’

SSppaaccee  IInnffoorrmmaattiioonn  FFuussiioonn
DDeecciissiioonnSSuuppppoorrttTTeecchhnnoollooggyy  tthhrroouugghh

HHAANNCCOOMM  IInnSSppaaccee
12F, 1, Expo-ro, Yuseong-gu, Daejeon, Republic of Korea (34126)
TTeell..  +82) 42-862-2735
EE--mmaaiill.. aetti.kang@inspace.re.kr
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01 Introduction| Risks and promises of AI 

• Artificial Intelligence for Social Good
• “A vector for hope” to achieve 

sustainable development goals (Del Rio Castro et al. 2021) 
• Explosion of experimentation by governments, applications 

including: agriculture, financial services, health care, 
pandemic response, science, transportation, and climate 
change response (Robles & Mallinson, 2023) 

• The development of “trustworthy” or “responsible” AI 
will increase the fulfillment of SDGs (ITU, 2024)

• An unregulated proliferation of AI can impose severe risks to society 
• Economic and environmental health (Garvey, 2018); democratic processes and political institutions 

(Erman & Furendal, 2022); inequalities between Global North and Global South countries (Gehl 
Sampath, 2021; Sinanan & McNamara, 2021)

• Sociotechnical harms (Shelby et al. 2022): harms from algorithmic systems that occur through the interplay 
of technical system components and societal power dynamics

Source: AI for Good Homepage https://aiforgood.itu.int /

4

01 Introduction | Why AI governance in IDC? (1) 

• Global AI governance under pressure from institutional gridlock, fragmentation, and 
geopolitical competition (Sepasspour, 2023) 

• OECD, G7, G20, GPAI, AI Summits; Industry standardization arena i.e. ISO, IEC, ITU, etc. 
• US, EU, China competing for leadership (e.g. Network of AI Safety Institutes led by US and EU )
• Criticisms including lack of representation and coordination  

• UN’s interest in AI geopolitical collaboration and 
safeguarding human values, such as ethics, rules, 
and norms (Robles &Mallinson, 2023)

• UN Global Digital Compact (2024) aims to ensure that 
digital technologies, including AI, are designed, used, 
and governed to benefit everyone, including developing 
countries

• Governing AI for Humanity proposes a global framework for 
AI oversight, emphasizing the need for responsible and equitable AI governance

UN Global Digital Compact https://www.un.org/global-digital-compact/en
UN Homepage https://www.un.org/sites/un2.un.org/files/governing_ai_for_humanity_final_report_en.pdf
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01 Introduction | Why AI Governance in IDC? (2)

• What governance challenge of the Global South to address in the context of 
international development cooperation? 

• Global South perspectives in the global AI norm-setting 

• AI Governance capacity building in key development organizations’ digital strategies  

• Safe, trustworthy, responsible AI aligned with development goals 

6

02 Global Landscape | AI Governance Milestones  

출처: UN (2024). Governing AI for Humanity. https://www.un.org/sites/un2.un.org/files/governing_ai_for_humanity_final_report_en.pdf
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02 Global Landscape | OECD AI  Principles (2019; 2024)

https://oecd.ai/en/ai-principles 

• First intergovernmental 
standard on AI with 47 
adherents to the Principle 

• Promote use of AI that is 
innovative and trustworthy 
and that respects human 
rights and democratic values

Principles for trustworthy AI

8

02 Global Landscape | Governing AI for Humanity (2024)

• UN SG’s High-level Advisory Body on AI(HLAB-AI)for establishing an international AI governance framework

• Seven Key Recommendations 
• Establish an International Scientific Panel on AI: Create a panel to provide impartial, reliable scientific knowledge about AI, including 

annual reports on AI capabilities, risks, and trends. 
• Initiate a Policy Dialogue on AI Governance: Launch a new policy dialogue at the UN to foster common ground on AI governance,

involving intergovernmental and multistakeholder meetings. 
• Develop an AI Standards Exchange: Establish a platform where standards organizations, tech companies, and civil society can 

collaborate to create technical standards for measuring and evaluating AI systems. 
• Create a Global AI Capacity Development Network: Build a network to enhance AI governance capacities, offering training, computing 

resources, and AI datasets to researchers and social entrepreneurs. 
• Establish a Global AI Fund: Set up a fund to address capacity and collaboration gaps between countries, promoting equitable access to 

AI technologies.
• Develop a Global AI Data Framework: Standardize definitions, principles, and stewardship practices related to data to ensure 

transparency and accountability in AI systems. 
• Set Up an AI Office within the UN Secretariat: Create a dedicated office to support and coordinate the implementation of these 

recommendations
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02 Global Landscape | AI Summits (2023;2024;2025)

Summit UK AI Safety Summit 
(2023) 

AI Seoul Summit 
(2024) 

France AI Action Summit 
(2025) 

Theme Frontier AI risks and safety Safety, innovation, and 
inclusivity

Global AI governance and 
public interest

Key 
Outcomes

Bletchley Declaration; AI 
Safety Institute

Seoul Declaration; 
Frontier AI Safety 
Commitments

Launch of Current AI 
Foundation; InvestAI
initiative

Features
First global summit on AI 
safety; focus on existential 
risks

Emphasis on 
multistakeholder 
collaboration; inclusion of 
Global South perspectives

Significant investment 
pledges; focus on AI's 
societal impact

Participants 28 countries including US, 
China, EU

Governments, industry 
leaders, civil society

Broad international 
representation, including 
Global South

Approach
Precautionary, with 
emphasis on pre-
deployment testing

Collaborative, promoting 
shared AI standards

Action-oriented, 
addressing AI's role in 
society and economy

10

02 Global Landscape | Recent & upcoming  

• AI Standards Hub Global Summit (March 2025) 
• UK AI Standards Hub 
• Role of technical standards as a governance tool
• Topics covering standards and measurement, assurance and 

certification, foundation models,  civil society & standards, 
sustainability, global cooperation  

• ITU AI for Good Global Summit (July 2025)
• Topics moving towards more governance issues 
• AI for Good: Accelerating Progress towards the SDGs(2023) →

Status, Implementation and Way Forward of AI (2024) →How AI is 
Shaping the Future: Trust, Standards, and Global Governance (2025) 

• WSC International AI Standards Summit (December 2025) 
• A consortium of formal SDO – International Standards Organization, 

International Electrotechnical Commission, International 
Telecommunication Union

• A response to UN HLAB-AI on “International AI Standards Exchange” 
• Driving AI standards for responsible, safe, and inclusive AI standards 
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02 AI governance | Characteristics in the literature

• AI governance: mechanisms and processes that shape and govern AI (Olugbade, 2025)
• “fragmented"(Schmitt, 2022 ), "underdeveloped"(Naidoo, 2021 ), "“unorganized,” and “immature” 

(Butcher & Beridze, 2019 )
• Instruments: 

• hard approaches like governance institutions, frameworks, regulations, and legislative instrument
• binding regulations applied on a risk-based approach 

• soft instruments like voluntary standards, codes of conduct, norms, and ethical principles
• Scope:

• a governance mechanism that focuses on narrow and specific AI-application areas, i.e. healthcare, 
transportation, etc. 

• a broader global framework for general AI applications
• Centralization vs. decentralization

• Central mechanism : efficiency, reduced competition, greater political power to effect changes (Cihon 
et al., 2020), inflexibility, limited scope, low stakeholder participation 

• Multiple governing bodies at different levels: greater agility, sensitivity to contextual issues, improved 
stakeholder inclusion (Jelinek et al., 2021)

12

02 AI governance | Key Actors in the literature
Type Evaluation

Private Sector big multinational 
corporations 
(Google, OpenAI, Microsoft, 
IBM, and Meta, etc.)

• heavily involved in the technical development and application of AI systems
• a self-regulated or collective-industry regulation approach to AI governance that does not inhibit the 

development prospects of AI
• “majority of binding agreements and voluntary commitments that exist are proposed by the private 

sector” (Radu, 2021)

Public Sector National governments and 
their agencies (US, China..) 
EU as a regional actor 

• Publishing national AI strategies and policies defining their countries’ direction of AI development and 
international agreements between countries on AI applications

• Powerful national actors (US, China) difficult to cooperate due to geopolitical competition  (Mokry & 
Gurol, 2024 )

International
( G20, OECD, UN, ISO/IEC…)  

• High agency in brining together otherwise fragmented AI governance landscape within their existing 
governance architecture (Schmitt 2022)

• Inability to enforce the implementation of their AI rules by members; the different interpretations of 
such rules by members based on their diverse cultural contexts; the absence of the membership of 
influential actors; the interference of geopolitical interests of powerful members in the activities of 
international organizations; and the varying degrees of priority given to issues on the agenda of 
international organizations by each country as determined by their political will and availability of 
resources (Cihon et al., 2020; Johnson & Bowman, 2021; Schmitt, 2022).

Non-
governmental 
Organizations 

Professional organizations 
i.e. IEEE, Think tanks, civil 
society, research institutes, 
etc. 

• Organizing international workshops, setting standards, calling attention to issues, and drawing up 
recommendations on AI development, deployment, and use

• Serving as a watchdogs on AI issues, serving as a reference points for IOs (Cihon et al., 2020; Schmitt, 
2022)

• Level of influence low; recommendations abstract and difficult to operationalize (Schiff et al., 2020)

Based on Olugbade (2025) 
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(Fjeld외 2020; 오연주 2024)

<Common component of AI Governance>

▪ Privacy

▪ Accountability

▪ Safety and Security

▪ Transparency and Explainability

▪ Fairness and Non-discrimination

▪ Human Control of Technology

▪ Professional Responsibility

▪ Promotion of Human Values

14

Do AI systems adhere to human values, social norms, and ethical principles? 

출처 : UNESCO https://www.unesco.org/en/artificial-intelligence/recommendation-ethics
KISDI 인공지능윤리 소통채널  https://ai.kisdi.re.kr/aieth/main/main.do

UNESCO “Recommendation on the Ethics of 
Artificial Intelligence (2021)”

Core Values: ①①Human rights and human dignity , ②②Living in peaceful, 
just, and interconnected society , ③③Ensuring diversity and 
inclusiveness , ④④) Environment and ecosystem flourishing

Principles: Proportionality and do no harm, Safety and security, Right 
to privacy and data protection, Multi-stakeholder and adaptive 
governance and collaboration, Responsibility and accountability, 
Transparency and explainability, Human oversight and determination, 
Sustainability, Awareness and literacy, Fairness and non-
discrimination 

National AI Ethical Guidelines of ROK (2020)

02 AI governance | AI Ethics
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02 AI governance | The Ethics of GPT 

Research on ethical issues has been 
criticized for focusing primarily on 
immediate harms and their prevention, 
while overlooking broader concerns 
such as fairness, inclusion, 
accessibility, and labor market 
impacts (Stahl & Eke, 2024)

Bernd Carsten Stahl, Damian Eke, 2024. “ The ethics of ChatGPT – Exploring the ethical issues of an emerging technology”,
International Journal of Information Management, Volume 74, 2024 https://doi.org/10.1016/j.ijinfomgt.2023.102700.

16

• ISO definition “the ability to meet stakeholder expectations in a verifiable way”
• “Depending on the context or sector, and also on the specific product or service, data and technology used, 

different characteristics [including “reliability, availability, resilience, security, privacy, safety, accountability, 
transparency, integrity, authenticity, quality and usability.”] apply and need verification to ensure stakeholders 
expectations are met

• US NIST AI Risk Management Framework (RMF) 
• Trustworthiness characteristics are tied to social and organizational behavior, the datasets used by AI systems, 

selection of AI models and algorithms and the decisions made by those who build them, and the interactions with 
the humans who provide insight from and oversight of such systems.

“ISO/IEC 22989: 2022, Information Technology – Artificial Intelligence – Artificial intelligence concepts and terminology”. https://www.iso.org/standard/74296.html
“ISO/IEC TR 24028:2020 Information Technology – Artificial Intelligence – Overview of trustworthiness in Artificial Intelligence.” https://www.iso.org/standard/77608.html
“NIST AI RMF - AI risks and Trustworthiness”  https://airc.nist.gov/airmf-resources/airmf/3-sec-characteristics/

02 AI governance | AI Trustworthiness
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• Safety: “freedom from unacceptable risks" (the “negative condition”) ISO/IEC TR 24028:2020 
• The property of avoiding harmful outputs, such as providing dangerous information to users, being used for nefarious purposes, or 

having costly malfunctions in high-stakes settings (Bengio et al., 2025) 

• AI system should “not under defined conditions, lead to a state in which human life, health, property, or the environment is 
endangered” ISO/IEC TC 5723:2022; address both technical and non-technical risks

• Risk: The combination of the probability and severity of a harm that arises from the development, 
deployment, or use of AI. (Bengio et al., 2025)

• Risk Classification (Bengio et al., 2025)
• Risks from malicious use: harm to individuals through fake contents, manipulation of public opinion, cyber offence, biological and 

chemical attacks 

• Risks from malfunctions: reliability issues, bias, loss of control

• Systemic risks: labor market risks, global AI R&D divide, market concentration and sing points of failure, risks to the environment, 
risks to privacy, risks of copyright infringement

• Impact of open-weight general purpose AI models on AI risks 

“ISO/IEC TR 24028:2020 Information Technology – Artificial Intelligence – Overview of trustworthiness in Artificial Intelligence.” https://www.iso.org/standard/77608.html
Bengio et al. “International AI Safety Report,” DSIT 2025/001. January 2025. 2501.17805

02 AI governance | AI Safety

18

03 Governance Challenges  | Data  

Structural Inequalities
• AI systems interact with and deepen pre-existing structural inequalities—social, racial, ethical, 

economic, and institutional
• Opacity and bias of AI systems exacerbate marginalization, especially in contexts with limited 

institutional accountability (Gehl, 2021)
• techno-solutionism often excludes people and issues not represented in datasets—leading to 

systemic exclusion (Arora, 2019) 
• User vulnerability is heightened—many cannot “opt out” as banking, markets, and transactions 

depend on digital services.

A disconnect in the data – industrialization narrative 
• While data-driven growth is needed, personal data is often exploited unethically by private actors
• Data localization to counter data extraction of foreign tech companies vs. Digital industrialization 

strategies
• Government opacity: challenges in enforcing data localization or preventing political misuse of 

personal data
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03 Governance Challenges  | AI divide

The Government AI Readiness Index 2024, Oxford https://oxfordinsights.com/ai-readiness/ai-readiness-index/
The 2025 AI Index Report, Stanford University. https://hai.stanford.edu/ai-index/2025-ai-index-report  

20
출처: UN (2024). Governing AI for Humanity. https://www.un.org/sites/un2.un.org/files/governing_ai_for_humanity_final_report_en.pdf

03 Governance Challenges  | Representation 
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04 Digital Development | UNDP Digital Strategy

UNDP Digital Strategy 2022-2025“Humans and AI complement each other, opening new opportunities for economic growth, 
production, health care, education, communication, and transportation.”
—

UNDP AI Approach 

• To accelerate progress towards sustainable development, whilst steadfastly 
promoting human rights

• Ethical, transparent and sustainable development and utilization of AI technologies to 
ensure their deployment strengthens local AI ecosystems and advances human 
dignity, equality and justice for all

DEEP lens 

• Demystify & Democratise
• Accessible to all; Everyone in society to understand AI: terminology, usage, risks, and potential 

benefits

• Empower people (to server people; improving lives and livelihoods )

• Explore & Experiment
• To be tested in a safe and secure way to maximize its positive impact

• Protect people
• Put people and their rights and safety at the center; tackling issues of bias and ensuring 

accountability in AI usage

구분 주요내용

주요원칙

인권중심
포용성및성인지접근
인권보호를위한공동의국제표준및프레임워크에기여
개방형디지털데이터및오픈데이터를옹호
로컬디지털생태계강화활동
포용적접근의촉매가될전략적파트너십활용

가치제안

시스템내통합 의역할
정부지원에관한오랜전문성
인권기반의포용적접근방식
디지털기술의잠재적위협에관한선제적고려
비교불가한개도국현지 사무소네트워크

비전과목표

비전 디지털은인류와지구의역량강화를위한힘
경로 프로그램목표
디지털기반프로그래밍 모든 프로그램에디지털을
도입하여개발성과를확대
디지털생태계역량강화 보다포용적이고회복력있는
디지털생태계구축을위한사회의노력을지원
경로 운영목표
디지털네이티브 기관목표에맞는디지털시스템
프로세스 도구 데이터를갖추고 프로그램목표의효과적
지원을위한디지털역량을갖춘인력을확보

22

UNDP – AI Hub for Sustainable Development

• Launched at June 2024 G7 Leaders’ Summit to support local AI digital ecosystems

DDaattaa

• Enhance data quantity and quality through 
public-private partnerships in data 
collection

• Strengthen physical and governance 
infrastructure to improve Africa's data 
pipeline.

• Ensure accountability, transparency, and 
interoperability in the data ecosystem via 
open-source digital public goods.

• Example: Masakhane (African language 
natural language processing)

CCoommppuuttee  

• Leverage private sector collaboration 
to enhance computing resources in 
Africa’s AI ecosystem.

• Mobilize local companies to innovate 
computing accessibility, sustainability, 
and economic efficiency.

• Develop local and green computing 
capacities for African talent through 
global stakeholder partnerships.

• Support the establishment of a robust 
AI environment in Africa by sharing 
digital public goods.

• Bridge gaps by opening EU High-
Performance Computing (HPC) 
resources.

TTaalleenntt  

• Universalize AI education and 
research across the educational 
ecosystem.

• Improve access to resources for AI 
technology development.

• Create an environment that nurtures 
African "unicorns" and startup 
ecosystems.

• Address the “dual technology 
challenge” through private sector 
partnerships and digital public 
infrastructure.

출처: UNDP Homepage https://www.undp.org/publications/ai-hub-sustainable-development-strengthening-local-ai-ecosystems-through-collective-action 
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출처: Digital Public Goods Alliance (DPGA)  https://www.digitalpublicgoods.net/AI-CoP-Discussion-Paper.pdf
United Nations. n.d. “United Nations Summit of the Future Global Digital Compact.” https://www.un.org/en/summit-of-the-future/global-digital-compact

• Digital Public Goods 
• "Open-source software, open data, open AI models, open standards, and open content that do no harm and 

comply with relevant privacy laws, international/national standards, and best practices.“(UN Global Digital 
Compact, 2024)

• Open source: Free to access, modify, and redistribute by all users

• Open-source AI models
• Need to balance open-source AI with responsible AI

• Ensures transparency and ethical principles for public good
• Mitigates risks such as data bias, privacy violations, and lack of accountability

• Challenges with Open Data 
• Trade-off: Openness (transparency, reusability) vs misuse of sensitive data
• Need to define the level of openness for data and models in AI development
• Concerns: Data exploitation, data colonialism

• Responsible AI Licenses (RAIL)
• a new type of open-source license designed specifically for AI models
• Unlike traditional open-source licenses that allow broad and unrestricted use, RAIL licenses impose 

ethical and use-case restrictions to prevent harmful applications of AI.
• To balance openness (collaboration, innovation) with ethical safeguards by allowing developers to: 1) 

Share AI models and tools openly, 2) Prohibit misuse of those models for harmful or unethical 
purposes

04 Digital Development | AI as Digital Public Goods 
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04 Digital Development | UNDP-UNESCO Assessment

출처: UNDP https://www.undp.org/digital/aila
UNDP UNESCO Joint Collaboration Artificial Intelligence Assessments  https://www.undp.org/sites/g/files/zskgke326/files/2024-12/undp-unesco-offer-web-7-aug-2024.pdf

UNESCO: 
Readiness Assessment Methodology (RAM)

Purpose:
• Align national policies with global standards (UNESCO's 

Recommendation on the Ethics of AI)
• Promote ethical AI governance across sectors

Focus areas:
• Legal, Social/Cultural, Scientific/Educational, Economic, 

Technical and Infrastructural readiness 

Methodology & Outputs:
•Multistakeholder process led by UNESCO
•Country reports with actionable roadmaps
•Capacity-building plans for institutions and human 
resources

UNDP: 
Artificial Intelligence Landscape Assessment (AILA)

Purpose:
• Assess national readiness for integrating AI across public 

and economic sectors
• Support responsible adoption of AI through governance 

frameworks

Focus areas:
• Government as a User: Capacity to deploy AI in 

government operations
• Government as an Enabler: Supportive role for national 

AI ecosystems
• Ethical AI: Ensure responsible and trustworthy AI use

Methodology & Outputs:
•Field surveys & expert interviews via UNDP country offices
•Gap analysis and country-specific policy recommendations
•Strategic vision workshops and follow-up partnerships
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04 Digital Development | UNESCO Assessment

• Policy Areas for Responsible 
developments in AI 

https://www.unesco.org/en/artificial-intelligence/recommendation-ethics 
https://www.unesco.org/ethics-ai/en/eia?hub=32618

• Ethical Impact Assessment (EIA)
• A tool for evaluating the benefits and risks of 

an AI system in relation to the values and 
principles of the UNESCO Recommendation 
on the Ethics of AI 

• considers the entire process of designing, 
developing and deploying an AI system 
allowing for assessment of the risks before 
and after the system is released to the 
public.

• Structure
• Scoping questions

• Project description, proportionality screening, 
project governance, multi-stakeholder 
governance 

• Implementing the UNESCO principles 
• Safety and security, fairness/non-

discrimination/diversity, sustainability, privacy 
and data protection, human 
oversight/determination, 
transparency/explainability/accountability/resp
onsibility, awareness/literacy 

26

Responsible AI
An approach to AI that aligns the design, deployment, and use of AI with the core values of democracy, reliability, safety, security, 
trustworthiness, inclusion, transparency, privacy, cybersecurity, fairness, human rights, and accountability 

Recommendations 

1. Enhancing Capacity, Promoting AI-Related Skills Across All Sectors and Levels, and Protecting the Workforce  

2. Building Trusted and Sustainable Digital Infrastructure

3. Broadening Access to Data Storage and Compute Resources

4. Creating Representative, Locally Relevant Datasets and Preserving Cultural Heritage

5. Developing Strategies to Deliver the Promise of AI in Practice

6. Advancing Good Governance Frameworks for the Development and Use of Safe and Rights Respecting AI Systems

7. Fostering Trust in AI through Openness, Transparency, and Explainability

8. Deploying AI Sustainably and for Climate Action

04 Digital Development | US – Responsible AI (cancelled)
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27출처 National Institute of Standards and Technology https://www.nist.gov/itl/ai-risk-management-framework/perspectives-about-nist-artificial-intelligence-risk-management
https://2021-2025.state.gov/risk-management-profile-for-ai-and-human-rights/

Core Principles:
• Trustworthiness, Adaptability, Inclusivity, Accountability

Why international human rights matter for AI governance 
• universally applicable and already function as a shared international 

language to enable effective due diligence and technology governance.
• commitments are relevant to both governments and private sector 

actors, who play significant roles in AI design, development, 
deployment, use and governance

• Many risks posed by AI are related to human rights

Purpose:
• Show AI designers, developers, deployers, and users how to apply 

NIST’s AI Risk Management Framework to contribute to human rights 
due diligence practices.

• Facilitate rights-respecting AI governance throughout AI design, 
development, deployment, and use by all stakeholders.

Organizational Functions
•Govern : set up institutional structures and processes
•Map : understand context and identify risks
•Measure : assess and monitor risks and impacts
•Manage : prioritize, prevent, and respond to incidents

04 Digital Development | NIST AI RMF for Human Rights 

28

04 Digital Development | UK FCDO AI for Development 

• “AI for Development” initiative 
• Released “AI for Development” initiative at the AI Safety Summit (2023) 
• Partners with Canada (IDRC), Gates Foundation, USAID

• AI in UK FCDO Digital Development Strategy (2024-2030) 
• Support AI for Development programs, 

initially focused on Africa, to build local AI capabilities 
and promote responsible AI development and application

• Invest in graduate education and fellowships, 
emphasizing data-driven innovation with local 
representation

• Expand developing countries' participation in the 
OECD-led Global Partnership for AI (GPAI) through 
continued engagement

• By 2030, establish or expand at least 8 Responsible AI 
Research Labs in African universities and support 
the creation of regulatory frameworks for responsible, fair, 
and safe AI in over 10 partner countries 

•

https://www.ai4d.ai/ 
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https://idrc-crdi.ca/en/initiative/artificial-intelligence-development 

FCDO – IDRC AI4D Vision 

30

04 Digital Development | AI4D Global Index on Responsible AI

• Responsible AI 
• The design, development, deployment and governance of AI in a way that respects and 

protects all human rights and upholds the principles of AI ethics through every stage of the AI 
lifecycle and value chain.

• Measurement 
• measures 19 thematic areas 

of responsible AI, across 
three dimensions.

• Each thematic area assesses 
the performance of three different 
pillars of the responsible AI 
ecosystem: 
Government frameworks, 
government actions, 
and non-state actors’ initiatives.

https://www.global-index.ai/ 
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05 Implications | Analysis of Key Initiatives (1)

• Vision and Principles
• Vision: Responsible AI use for sustainable development and an inclusive society

• Human rights (UNDP), democratic values (USA), Ethics (UNESCO) 
• Principles: Responsible AI, human rights, transparency

• Local ecosystem and sustainability (UNDP), cybersecurity (USA), developing country leadership and partnership (UK)

• Approach and Implementation
• Approach: Focus on AI accessibility, talent development, local data, and responsible AI use, human rights 

related impact
• Governance, validation through assessments, Digital Public Goods (DPG), etc.

• Implementation: Staff and organizational innovation (UNDP, USA), multilateral cooperation (USA, UK), 
AI readiness assessment (UNDP), AI risk management framework application (USA)

• Key Areas and Initiatives
• Sectors: Health, education, agriculture, disaster response, environmental sustainability, public services
• Building digital infrastructure (foundational computing), creating locally adapted datasets, promoting SDGs, 

and establishing talent and ecosystem networks,  offering guidelines for impact (human rights, responsible 
AI, ethics, etc.), measuring capacity (Assessment tools, Global responsible AI index)  

32

05 Implications | Analysis of Key Initiatives (2)

Responsible AI and 
Governance
• Based on accountability; reflects 

human rights and democratic values
• Governance structure includes ethical 

and transparent AI use, data privacy, 
and personal information protection

Strengthening Local AI 
Ecosystems
• Applying contextual approaches 

tailored to current circumstances
• Ensuring efficiency and fairness in 

local datasets, data representation, 
and contextual benchmarking

Talent Development and 
Skill Enhancement
• Access to education and training in AI 

skills

Data and Computing Support
• Data collection through partnerships, 

high-performance computing, 
transparency with open data

Inclusive AI and Fairness
• Ensuring inclusive access and fair 

solutions

Sustainable AI
• Greening AI, eco-friendly transitions

Innovation and 
Implementation Expansion
• Expanding impact through 

performance-based innovation and 
digital commons (open models, 
standards)
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05 Implications | take aways for Korea 

• Bridging the Governance Strategy Gap in Development Cooperation 
• Lacks a coordinated AI governance strategy for international development cooperation 
• AI as General-Purpose Technology; common cross-sector and sector-specific ODA 

guidelines for AI development and deployment
• AI infrastructure, lightweight models, legal/governance frameworks, safety/risk assessment

• Actively incorporating global gold standards (UNESCO, UNDP assessment frameworks and 
guidelines), proactively considering digital public goods—open data, open models, and open 
standards 

• Enabling Global South Participation in AI governance
• Recent government’s initiatives (i.e. AI Seoul Summit, WSC International AI Standards 

Summit, Digital Bill of Rights, etc.) highlight commitment to international cooperation 
• leverage its position in global AI discussions to support more inclusive governance
• Opportunity to align domestic AI governance experience with development cooperation 

policies

’
•Provide capacity-building, ethical AI frameworks, and practical guidance for responsible AI adoption
•Invest in partnerships to co-develop and share digital public goods for sustainable development

43
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Aahaaaaaa, we thank God ooooooo/ We made it o, bac
k in those days/ Oyibo play us, dem turn us to slave/ D
em useless us, but now we don wise/ We don dey rise, 
we no wan hide again/… 

“Aahaaaaaa, we thank God oooooo!/ We made it (at last) o, 
back in those days/ White people (colonialists) abused us, 
they enslaved us/ They maltreated us, but we are now 
smarter/ We have transcended, We don't want to hide again/…”

Lazarus, Suleman, Olatunji Olaigbe, Ayo Adeduntan, Edward T. Dibiana, and Geoffrey U. 
Okolorie. "Cheques or dating scams? Online fraud themes in hip-hop songs across popular 
music apps." Journal of Economic Criminology 2 (2023): 100033.
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the White Men’s Burden

Poor numbers and Satellite images
 

Burke, Marshall, Anne Driscoll, David B. Lobell, and Stefano Ermon. "Using satellite imagery to 
understand and promote sustainable development." Science 371, no. 6535 (2021): eabe8628. 
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Decoloniality
Horizontal relationship in postcolonial study
Pluriverse

Effective development cooperation
based on understanding local contexts

AI approach and the use of AI 
The distributed sociotechnical entanglement 

Korea, 
A donor with 
a Southern root
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"Japan is far safer to keep 
Joseon-related cultural 
properties in light of 
conservation of the art 
pieces.“

The Treaty of Basic Relations, 1965 

Non-African Museums
95%

African Museums
5%

Ratio of African Art Out of Africa

Non-African Museums African Museums
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The National Museum of Congo
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Coexistence

AI 0.0 AI 1.0 AI 2.0

3 steps for Provincialising Europe (Chakrabarty, 2000)

Kim, Suweon (2025) "Korea's Solidarity with the Global South (to Which It Didn't 
and Doesn't Belong)." Pacific Focus 40(1), pp. 125-144 
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Part I : 
The Concept and Importance of Responsible AI

The Korean Academic Society of Business AdministrationThe 2025 International Conference of the Korean Social Science Research Council  

Part I : The Concept and Importance of Responsible AI 

■ Serious problems have happened with AI Revolution  
►► There are many practical problems related to technology misuse and social
    dysfunction as well as technical limitations(1)

(1) AI-related  Threat Factors

Threat Factors Relevant Problems

Technical limitations

o (Bias) Amazon's job posting AI scrapped due to male-preference tendency ('18)

o (Opaque) Unable to interpret AlphaGo's Go technique ('16)

o (Malfunction) Google's photo recognition AI recognizes black people as gorillas ('15)

Abuse of technology

o (Algorithmic collusion) Uber, flexible pricing algorithm promotes implicit collusion ('16)

o (Filter Bubble) Australian Fair Trade Commission, Google, Facebook, etc. Filter Bubble Impact Survey ('18)

o (Deepfake) 8,000 deepfake videos ('18) → 14,698 ('19)
o (Lethal weapon) Google suspends contract extension for the US Department of Defense AI Military Project ('18)

Social dysfunction

o (Polarization) Polarization of Wealth can be happen with AI Revolution ('17)

o (Jobs) 67.9% of Korean workers can be replaced by AI ( '20)

o (Infringement of autonomy) Domino's Pizza installs AI surveillance cameras in 800 stores ('19)

(1) Source: Research on the Policy for AI Trustworthiness p. 3, (2022), Cho et al., Research Report, Software Policy & Research Institute (SPRi)
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■ Various terms are being used to refer to responsible AI in different domains

►► Safe AI, ethical AI, trustworthy AI, reliable AI, dependable AI, etc. 

(1) Gartner’s Definition on Responsible AI

“Responsible artificial intelligence (AI) is an umbrella term for 
aspects of making appropriate business and ethical choices 
when adopting AI. These include business and societal value, 
risk, trust, transparency, fairness, bias mitigation, 
explainability, sustainability, accountability, safety, privacy, 
and regulatory compliance. Responsible AI encompasses 
organizational responsibilities and practices that ensure 
positive, accountable, and ethical AI development and 
operation.”

(1) Source: https://www.gartner.com/en/information-technology/glossary/responsible-ai  

Part I : The Concept and Importance of Responsible AI 

The Korean Academic Society of Business AdministrationThe 2025 International Conference of the Korean Social Science Research Council  

(1) Source: Research on the Policy for AI Trustworthiness p. 16, (2022), Cho et al., Research Report, Software Policy & Research Institute (SPRi)

■ In 2019, Word Economic Forum developed “Empowering AI Leadership Toolkit”, and it
     presented “Eight principles of AI Ethics”(1).

Principle Definition Related Concepts

Safety
o Prohibition of intentional or careless harm caused by 

artificial intelligence

o Physical safety of people, protection of property, restriction of use, restriction of access, 

restriction of military purposes, protection of employees, etc.

Privacy

o Protect personal and customer data and respect the 

preferences of data subjects, including their intent to 

control their data

o Data ownership, obligation to notify and consent in advance at the time of data collection 

and use, request for anonymization, prohibition of data sharing, management of data origin 

and history, responsibility for data protection measures, maintenance of the latest data 

protection technology, prohibition of re-identification of data, minimum collection of data, 

etc.

Equality o Make fair decisions that protect human rights o Prohibition of bias, protection of human rights, etc.

Well-being
o Using artificial intelligence to promote social development 

and welfare

o Good purpose, prohibition of filter bubbles, prohibition of threats to democracy, protection 

of the socially disadvantaged, democratization of artificial intelligence, etc.

Comprehension
o The reasons for AI's decisions and actions must be fully 

understood to control AI and enable human accountability.

o Obligation to explain, truthfulness, obligation to verify itself, obligation to verify third party, 

artificial intelligence education, provision of accurate information, etc.

Accountability o Humans are responsible for AI's decisions and actions.
o Employee obligations, prohibition of final decisions by artificial intelligence, retention of 

human control, etc.

Remediation

o Workers, customers, and others affected by AI have a fair 

means to seek help or redress if AI threatens their 

livelihoods, reputations, or physical well-being.

o Impact assessment, compliance with law and order, stakeholder participation, duty to 

explain, worker protection, whistleblowing protection, etc.

Professionalism
o AI researchers, scientists, and technicians must follow high 

scientific and professional standards
o Compliance with research ethics, etc.

(1) Principles of AI Ethics in World Economic Forum

Part I : The Concept and Importance of Responsible AI 
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(1) Source: Research on the Policy for AI Trustworthiness p. 14~15, (2022), Cho et al., Research Report, Software Policy & Research Institute (SPRi)

■ In 2020, the Berkman Klein Center in Harvard University announced 8 principles for AI(1) 

     
(1) Berkman Klein Center's 8 Principles for Artificial Intelligence

Principle Definition Related Concepts

Privacy
o Compliance with personal information protection regulations 

in the process of developing and using artificial intelligence

o Control of data use, encouragement of data laws, user consent, 

restriction of data processing, right to rectification, forgotten 

rights

Accountability
o Appropriate distribution of legal responsibility for the 

consequences of AI and provision of remedies

o Proposal of Artificial Intelligence Regulation, Legislative 

Impact Assessment, Audit Request, Verifiability, Right to 

Appeal, Establishment of a Monitoring Body

Safety & Security
o Artificial intelligence is safe, works as intended, and is not 

misused
o Reliable, predictable, robust, robust, accurate, resilient

Transparency & Explainability
o Design and operate the system so that humans understand how 

it works and why it makes decisions

o Advance notice when interacting with open source 

data/algorithms, artificial intelligence, regular reporting, and 

explanation

Fairness & Non-discrimination
o Design and operate so that it does not exclude certain groups 

or cause unfair results

o No Data Biasing, Data Representativeness, Inclusive Design, 

Inclusive Impact, Equity

Human Control of Tech
o Important decisions are reviewed by humans and humans 

control the technology.

o Human in the Loop for automated decision-making, opt-out 

option for automated decision-making

Professional Responsibility
o Require appropriate expertise and integrity from development 

and deployment personnel

o Stakeholder collaboration, responsible design, long-term effect 

consideration, scientific integrity

Promotion of Human Value
o The purpose and means of artificial intelligence are consistent 

with core values and promote human welfare

o Pursuit of social benefits, human values and prosperity, and 

access to technology

Part I : The Concept and Importance of Responsible AI 
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(1) Source: Research on the Policy for AI Trustworthiness p. 17, (2022), Cho et al., Research Report, Software Policy & Research Institute (SPRi)

■ In 2020, Gartner presented five AI guideline resulting from analyzing various AI principles(1) 

     
(1) Gartner’s Guideline for Artificial Intelligence

Principle Definition Related Concepts

Human-Centric and Socially 

Beneficial

o The ultimate purpose of using artificial intelligence is to 

achieve human purposes.

o Human autonomy and control, augmentation 

of human capabilities, solving social problems, 

and lawfulness

Fair o legitimate, honest, impartial

o Treat everyone equally with consideration of 

the situation, eliminate undesirable biases, 

secretly manipulate human behavior, do not 

distort it.

Explainable and Transparent
o Reveal the use of artificial intelligence and explain the 

judgment

o Reveal that artificial intelligence is used, 

explain artificial intelligence decision-making 

(XAI), require documentation, etc.

Secure and Safe
o Security of data use, safe operation, maintenance of 

legitimacy, etc.

o Respect for privacy, monitoring of the learning 

process, proportional use of data and 

technology, harmlessness, etc.

Accountable o Developers and Human Responsibility

o Developer responsibility, human control, 

artificial intelligence governance construction, 

etc.

Part I : The Concept and Importance of Responsible AI 
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(1) Source: Research on the Policy for AI Trustworthiness p. 13, (2022), Cho et al., Research Report, Software Policy & Research Institute (SPRi)

■ In December 2020, the Korean government announced the 'Ethical Standards for 
     Artificial Intelligence' and launched a policy to promote responsible AI(1)

(1) Essential Elements of Trustworthy AI Realization Strategy

Key elements Key Implications

Safety
o A state in which system operation and function performance due to the judgment and prediction results 

of artificial intelligence can be prevented from adversely affecting people and the environment.

Explainability

o The basis for AI's judgment and prediction and the process leading to the result are presented in a way 

that can be understood by humans, or the process of deriving the result can be analyzed in the event of 

a problem.

Transparency
o The operation process such as judgment and prediction of artificial intelligence and the components to 

implement it are recognized, checked, and inspected by the user.

Robustness
o Artificial intelligence maintains the user's intended level of performance and functionality even in 

external interference and extreme operating environments.

Fairness
o Ability to ensure that AI does not draw conclusions that include discrimination or bias against any 

particular group in the process of processing data.

►► In May 2021, it announced ‘Trustworthy Artificial Intelligence Realization 
     Strategy’(1)

Part I : The Concept and Importance of Responsible AI 
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■ From 2021, the Korean government's strategy to secure AI Trustworthiness and
     the promotion of support policies came into full swing

(1) Trustworthy AI Strategy 

(1) Source:https://www.msit.go.kr/bbs/view.do?sCode=user&mId=113&mPid=112&pageInd
      ex=&bbsSeqNo=94&nttSeqNo=3180239&searchOpt=ALL&searchTxt=

(2) AI Trustworthiness & Quality Award Contest

(2) Source:  https://www.msit.go.kr/bbs/view.do;jsessionid=K8NC4xZEtrJ3rUxZiZkcmuGJThefD
      PgjG5RClItE.AP_msit_1?sCode=user&mPid=218&mId=122&bbsSeqNo=96&nttSeqNo=3179898

Part I : The Concept and Importance of Responsible AI 
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Part II : 
Research Trend in Responsible AI
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Part II : Research Trend in Responsible AI (Global) 

■ There are drastically growing trends in both publications and citations
►► Publications: 5 (2014) →→ 1,182 (2024); Citations 0 (2014) →→ 18,413(2024)

(1) Web of Science Analysis Results: https://www.webofscience.com/wos/woscc/citation-report/22e019ce-7240-4ee1-8bcc-626b027824f3-016457b695

(1) Publications and Citations Trend in Responsible AI (2014~2024)
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(1) Publications in Responsible AI (2014~2024)

(1) Web of Science Analysis Results: https://www.webofscience.com/wos/woscc/citation-report/22e019ce-7240-4ee1-8bcc-626b027824f3-016457b695

■ USA, England and China are leading research on responsible AI
►► South Korea has been ranked as the 11st (the number of articles = 124, portion = 3.661%) 

Part II : Research Trend in Responsible AI (Global) 

■ USA is the biggest hub in the collaboration network for research on responsible AI
     ►►  USA’s Total link strength = 642 vs. South Korea’s total link strength = 131

The Korean Academic Society of Business AdministrationThe 2025 International Conference of the Korean Social Science Research Council  

(1) Collaboration Network Concerning Research on Responsible AI (2014~2024)

(1) Vosviewer Analysis Results: https://www.vosviewer.com/

Part II : Research Trend in Responsible AI (Global) 
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(1) Web of Science Analysis Results: https://www.webofscience.com/wos/woscc/citation-report/22e019ce-7240-4ee1-8bcc-626b027824f3-016457b695

The Korean Academic Society of Business AdministrationThe 2025 International Conference of the Korean Social Science Research Council  

■ Research areas are not confined to Technology or Engineering domain
►► Including Business Economics, Education, History Philosophy, etc.  

(1) Research Area in Responsible AI (2014~2024)

Part II : Research Trend in Responsible AI (Global) 

The Korean Academic Society of Business AdministrationThe 2025 International Conference of the Korean Social Science Research Council  

Part II : Research Trend in Responsible AI (South Korea) 

■ There are rapidly growing trends in both publications and citations
►► Publications: 0 (2014) →→ 41 (2024); Citations 0 (2014) →→ 851(2024)

(1) Web of Science Analysis Results: https://www.webofscience.com/wos/woscc/citation-report/22e019ce-7240-4ee1-8bcc-626b027824f3-016457b695

(1) Publications and Citations Trend in Responsible AI(2014~2024)
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(1) Publications and Citations Trend in Responsible AI(2014~2024)

(1) Web of Science Analysis Results: https://www.webofscience.com/wos/woscc/citation-report/22e019ce-7240-4ee1-8bcc-626b027824f3-016457b695

■  Computer Science, Engineering, and Telecommunications are the top 3 areas 
►► Including Telecommunication, Chemistry, and Material Science, etc.

Part II : Research Trend in Responsible AI (South Korea) 

The Korean Academic Society of Business AdministrationThe 2025 International Conference of the Korean Social Science Research Council  

(1) South Korea’s Collaboration Network Concerning Research on Responsible AI (2014~2024)

(1) Vosviewer Analysis Results: https://www.vosviewer.com/

Part II : Research Trend in Responsible AI (South Korea) 

■ South Korea formed a collaboration network cluster related to research on 
     responsible AI with several countries with USA, Israel, Estonia, Luxembourg, Thailand 
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Part III : 
Responsible AI Strategy under a 

Dynamic and Holistic View

The Korean Academic Society of Business AdministrationThe 2025 International Conference of the Korean Social Science Research Council  

(1) Google’s responsible AI (2) Microsoft’s responsible AI

(1) Source: https://ai.google/responsibilities/responsible-ai-practices/ (2) Source: https://docs.microsoft.com/ko-kr/azure/cloud-adoption-framework/innovate/best-
      practices/trusted-ai?toc=https%3A%2F%2Fdocs.microsoft.com%2Fko-       
      kr%2Fazure%2Farchitecture%2Ftoc.json&bc=https%3A%2F%2Fdocs.microsoft.com%2Fko-
      kr%2Fazure%2Farchitecture%2Fbread%2Ftoc.json

■ Global leading IT companies including Google and Microsoft have been implementing 
     not only AI development but also responsible AI strategy

Part III : Responsible AI Strategy under a Dynamic and Holistic View 
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(1) Responsible AI Technology Tools

(1) Source: Research on the Policy for AI Trustworthiness p. 97, (2022), Cho et al., Research Report, Software Policy & Research Institute (SPRi)

Responsible AI Components Responsible AI Technology Tools Homepage

Privacy Protection
o (IBM) AI Privacy 360 https://aip360.mybluemix.net/ 

o (Google) Tensorflow Privacy https://github.com/tensorflow/privacy 

Robustness o (IBM) AI Adversarial Robustness 360 https://art360.mybluemix.net/ 

Fairness

o (Google) What-If Tool https://pair-code.github.io/what-if-tool/ 

o (Microsoft) Fair Learn https://fairlearn.org/ 

o (IBM) AI Fairness 360 https://aif360.mybluemix.net/ 

Transparency

o (Google Cloud) Explainable AI https://cloud.google.com/explainable-ai 

o (Microsoft) InterpretML https://interpret.ml/ 

o (IBM) AI Explainability 360 https://aix360.mybluemix.net/ 

■ IBM, Google and Microsoft have been presenting responsible AI technology tools 
     to increase privacy protection, robustness, fairness, and transparency(1)

Part III : Responsible AI Strategy under a Dynamic and Holistic View 

The Korean Academic Society of Business AdministrationThe 2025 International Conference of the Korean Social Science Research Council  

Part III : Responsible AI Strategy under a Dynamic and Holistic View 

(1) Source: Understanding and Practicing AI Trustworthiness, Hau et al., 2024, p. 11, Chungram
     Publishing Company

(1) Responsible AI Strategy Framework

Financial
Performance

Internal Process
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Balanced Strategic Performance with Responsible AI
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Performance

Fa
irn

es
s

Pr
iv

ac
y

R
ob

us
tn

es
s

Ex
pl

ai
na

bi
lit

y

(2) Goals of Responsible AI Strategy

(2) Source: : Adapted from Kaplan, R. S. & Norton D. P., (2001), The Strategy-Focused Organization, 
     Harvard Business School Press, p. 79. Ammanath, B., (2022); Trustworthy AI: A Business Guide for 
     Navigating Trust and Ethics in AI, John Wiley & Sons.
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Part III : Responsible AI Strategy under a Dynamic and Holistic View 

AI development
AI development

ES: Enterprise SystemMS: Market SystemTS: Technology System

(1) The Need of Responsible AI Strategy under a Dynamic and Holistic View

(1) Source: Adapted from The Theories and Applications of Technology Innovation Management Strategy, Y. S.  Hau, 2022, p. 50, Yeungnam University Press

AI

The Korean Academic Society of Business AdministrationThe 2025 International Conference of the Korean Social Science Research Council  

“The toughest thing about the power of 
trust is that it’s very difficult to build and 
very easy to destroy”(1).

Thomas J. Watson, Sr., ex-CEO of IBM 
(1) Source: Varshney, K. R., Trustworthy Machine Learning, (2022), p.4, independently published. 
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Thank you very much !!!
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AI-Native Enterprises

and the AX Revolution

A New Era of Business Strategy

Trust Connector Seokbin Yoon

Collaboration Professor, Sogang University









Introduction to AI-Native Enterprises

Introduction to AI-Native Enterprises

What are AI-Native Enterprises?

Organizations fundamentally built around artificial intelligence as their core operational foundation, where AI is not merely a tool

but the central nervous system driving all business functions.

Key Characteristics



AI-First Architecture

Built from the ground up with AI at the core rather than as an addition.

All systems, processes, and infrastructure are designed to support AI

operations.



Data Ecosystem

Advanced data infrastructure that enables continuous learning, with

real-time data collection, processing, and analysis as the foundation of

operations.



Algorithmic Decision-Making

Critical business decisions are augmented or made by algorithms, with

human oversight focused on exception handling and strategic direction.



Continuous Evolution

Self-improving systems that constantly adapt to new data, market

conditions, and customer behaviors without requiring manual

intervention.

"AI-Native Enterprises don't just use AI—they are AI."
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The Concept of AX Revolution

The Concept of AX Revolution

Understanding Artificial Experience (AX)

Artificial Experience (AX) refers to the intelligent, personalized interactions between humans and AI systems designed to

enhance, augment, or replace traditional experiences.

Unlike UX (User Experience), AX creates dynamic, adaptive experiences that evolve in real-time based on context, user

behavior, and continuous learning.

Transforming Business Interactions



From Static to Dynamic

Business processes evolve in real-time rather than following pre-

determined paths



Hyper-Personalization

Each customer interaction uniquely tailored beyond traditional

segmentation



Autonomous Operations

Self-managing systems that optimize without constant human

intervention



AX Revolution

Transforming business through AI-

driven experiences

“

"The AX Revolution represents a fundamental shift from humans adapting to technology to technology adapting to

humans."

Transformation of Business Models

Transformation of Business Models

AI-Native Revolution in Business

AI-Native enterprises fundamentally reimagine business models by shifting from linear value chains to dynamic value

networks - creating exponential growth opportunities through intelligent systems.



New Revenue Streams

 Data monetization & insights-as-a-

service

 Dynamic pricing & personalized

offerings

 AI-enabled product extensions

 Subscription-based intelligence

platforms



Operational Efficiency

 Predictive resource optimization

 Autonomous decision-making systems

 Self-healing infrastructure

 Intelligent workflow automation



Customer Engagement

 Hyper-personalized experiences

 Anticipatory service models

 Emotion-aware interactions

 Continuous relationship intelligence

Traditional vs. AI-Native Business Model

Traditional AI-Native

Static product offerings Adaptive solutions that evolve

Periodic innovation cycles Continuous intelligence-driven

innovation

Siloed data utilization Unified data ecosystem with insights

Linear scaling with resources Exponential scaling through intelligence

Performance Comparison (%)

Traditional AI-Native

Revenue

Growth

10%

42%

Customer

Retention

35%

78%

Operational

Efficiency

25%

65%

Innovation

Rate

15%

80%



"AI-Native enterprises don't just digitize existing business models – they create entirely new value propositions that were previously

impossible."
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Key Technologies Enabling AI-Native Enterprises

Foundation of the AI-Native Revolution

The technological backbone powering AI-Native enterprises combines mature AI foundations with emerging capabilities to create

unprecedented business value through intelligent systems.

Technology Category Description Use Cases

Machine Learning

Core Technology

Algorithms that enable systems to automatically

learn and improve from experience

• Predictive analytics & forecasting

• Anomaly detection systems

• Pattern recognition

• Deep learning architectures

Natural Language

Processing

Language AI

Enables machines to understand, interpret, and

generate human language

• Conversational AI interfaces

• Sentiment analysis

• Document understanding

• Multilingual capabilities

Computer Vision

Visual AI

Systems that can identify, process and interpret

visual data from the world

• Image recognition & classification

• Object detection & tracking

• Visual inspection systems

• Augmented reality integration

Reinforcement

Learning

Advanced AI

Learning through trial-and-error interactions

with dynamic environments

• Autonomous decision systems

• Resource optimization

• Adaptive control systems

• Self-improving algorithms

Generative AI

Frontier AI

AI systems that can create new content,

designs, and solutions

• Content creation & design

• Synthetic data generation

• Product/service innovation

• Multi-modal generation

Federated Learning

Privacy-Preserving

Training AI models across distributed devices

while keeping data local

• Privacy-centric AI development

• Edge AI capabilities

• Decentralized intelligence

• Cross-organizational learning

Technology Integration Matrix

Operational Integration

Process automation

Decision intelligence

Supply chain optimization

Customer Experience

Personalization engines

Intelligent assistants

Sentiment-aware services

Product Innovation

Self-improving products

AI co-creation

Adaptive feature sets

Data Infrastructure

Real-time analytics

Knowledge graphs

MLOps & model governance

AI Technology Adoption Trends (%)

Technology

Current

(%)

Expected 2025

(%)

Current

Adoption

ML/Deep Learning 85% 95%

NLP 75% 90%

Computer Vision 65% 80%

Generative AI 70% 90%

Reinforcement

Learning

40% 70%

Federated Learning 25% 60%

"The competitive advantage of AI-Native enterprises lies not in any single technology, but in their ability to orchestrate these capabilities into cohesive,

intelligent systems."

Case Studies of Successful Implementations

AI-Native Leaders Transforming Industries

Organizations leveraging AI as their core competitive advantage are achieving unprecedented levels of efficiency, customer satisfaction, and market

growth across diverse sectors.

T

Tesla

Automotive

Autonomous Driving AI Ecosystem

Building AI-native vehicle systems with neural networks processing real-time

sensor data for autonomous driving capabilities.

Key Implementation Components:

Neural networks analyzing camera, radar, and ultrasonic data

Fleet learning systems with 3B+ miles of real-world driving data

Over-the-air updates delivering continuous AI improvements

98%

Crash probability reduction

10x

Data processing efficiency

30%

Increased range prediction

N

Netflix

Entertainment

Personalization & Content Recommendation

Using AI across the entire business from content recommendation to production

decisions and quality optimization.

Key Implementation Components:

Machine learning for personalized recommendations

Content performance prediction algorithms

AI-enhanced video encoding optimization

80%

Content discovered through AI

$1B

Annual retention value

15%

Streaming bandwidth reduction

O

Ocado

Retail & Logistics

Automated Fulfillment Technology

Transforming grocery retail with AI-powered fulfillment centers featuring

thousands of robots coordinated by AI systems.

Key Implementation Components:

Machine learning for demand forecasting

Swarm robotics with real-time coordination

Computer vision for quality control

3,000+

Robots per warehouse

99.9%

Order accuracy rate

50%

Labor cost reduction

P

Ping An

Financial Services

End-to-End AI Financial Services

Integrating AI across insurance, banking, and healthcare with over 35,000 AI

models processing 85% of customer interactions.

Key Implementation Components:

Facial recognition for contactless services

AI-powered risk assessment algorithms

NLP for customer service automation

60%

Cost reduction in claims

30%

Improved fraud detection

95%

Loan approval automation

Business Impact Metrics of AI-Native Implementations

Company Revenue Growth (%) Operational Efficiency (%) Customer Experience Score

Tesla 42 28 86

Netflix 35 25 92

Ocado 28 50 82

Ping An 22 60 78

Key Success Factors

Data Strategy

Treating data as strategic asset, not byproduct

Continuous Learning

Systems that improve with every interaction

Human+AI Integration

Optimizing the division of labor between humans and

AI

Bold Reinvention

Rethinking core business processes from scratch
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Challenges and Ethical Considerations

Technical & Business Challenges



Data Quality & Access

〉

Insufficient high-quality training data

〉

Data silos prevent comprehensive insights

〉

Real-time data integration bottlenecks



Integration & Infrastructure

〉

Legacy system incompatibility

〉

Compute resource limitations

〉

AI model deployment complexity



Talent & Organizational

〉

AI skill shortages across all levels

〉

Change resistance in traditional teams

〉

Cross-functional collaboration barriers

Ethical Considerations

⚖

Bias & Fairness

⚠

Algorithmic bias perpetuating inequalities

⚠

Unequal impact across demographic groups

⚠

Representation imbalances in training data



Privacy & Security

⚠

Personal data collection concerns

⚠

Vulnerability to adversarial attacks

⚠

Data sovereignty across global operations



Labor & Social Impact

⚠

Workforce displacement concerns

⚠

Skills transition inequality

⚠

Algorithmic accountability gaps

AI Ethics & Risk Landscape



Mitigation

Strategies:

Ethical AI

Governance

Diverse Development

Teams

Explainable AI

Models

Ongoing Human

Oversight

Regular Ethical

Audits

Navigating the Complexities of AI-Native Implementation

As AI-Native enterprises scale, they face critical challenges balancing innovation with responsibility, requiring frameworks for ethical deployment.

Data Bias

Privacy Invasion

Labor Displacement

Security Vulnerabilities

Regulatory Compliance

Future Trends and Predictions



Autonomous AI Systems

〉

Self-optimizing enterprise systems

〉

Auto-adaptive security postures

〉

Predictive operational resilience



Multimodal Intelligence

〉

Cross-domain knowledge synthesis

〉

Vision-language integrated analysis

〉

Emotional intelligence in AI systems



Edge AI Proliferation

〉

Ultra-low latency decision making

〉

Distributed intelligence networks

〉

Data sovereignty preservation



Human-AI Collaboration

〉

AI augmented workforce capabilities

〉

Cognitive assistance ecosystems

〉

Creative partnership paradigms



Trustworthy AI Framework

〉

Explainable decision intelligence

〉

Verifiable fairness guarantees

〉

Regulatory-aligned development

⚛

Quantum AI Integration

〉

Complex optimization at scale

〉

Next-gen material discovery

〉

Cryptographic paradigm shifts

AI-Native Market Growth Projection Technology Adoption Timeline



Key Strategic Insights

Generative AI

Will reshape 70% of enterprise content operations

by 2025

Data Economics

Data marketplaces become central to AI

ecosystem value chains

AI Governance

Automated compliance frameworks emerge as

competitive advantage

Industry Convergence

Sector boundaries blur as AI enables cross-

domain innovation

The Next Decade of AI-Native Evolution

The AI landscape is rapidly evolving, with transformative technologies reshaping industries and creating new paradigms for enterprise operations.

2023 2025 2028 2030 2033

2023

2023

Generative AI

Generative AI

Integration

Integration

2025

2025

AI Autonomy & Self-

AI Autonomy & Self-

Healing Systems

Healing Systems

2028

2028

Quantum-Powered AI

Quantum-Powered AI

2030

2030

Neurosymbolic AI &

Neurosymbolic AI &

Human Augmentation

Human Augmentation

2033+

2033+

Ambient Intelligence

Ambient Intelligence

Ecosystems

Ecosystems
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Implementation Strategies for Traditional

Companies



Technology Stack



Data Infrastructure: Implement unified data lakes

with governance



AI Platforms: Build or buy scalable ML operations

platforms



Integration: Develop API-first architecture for AI

services



Security: Implement AI-specific security

frameworks



Organizational Design



Leadership: Create Chief AI Officer role & AI

steering committee



Team Structure: Establish AI Centers of

Excellence & embedded teams



Skills Development: Implement AI upskilling

programs for all employees



Change Management: Design AI-focused cultural

transformation initiatives



Process Transformation



Business Processes: Redesign core workflows

for AI augmentation



Decision Systems: Implement AI-enhanced

decision frameworks



Development: Adopt MLOps/AIOps methodologies



Governance: Establish AI ethics & monitoring

processes

Success Factors by Implementation Approach

Implementation Best Practices

Start with High-Value Use Cases

Focus on business outcomes with

measurable ROI to build momentum &

executive support

Build for Scale from Day One

Design solutions & infrastructure that can

scale across the enterprise, avoiding siloed

implementations

Iterative Transformation

Use agile methodologies to deliver

continuous value rather than "big bang"

approaches

Co-Creation & Partnerships

Leverage ecosystem partners, vendors &

academia to accelerate capabilities

development

⚠

Common Pitfalls to Avoid



Treating AI as a technology-only initiative



Neglecting data quality & governance



Insufficient executive sponsorship & vision



Failing to address skills gaps & change

management

Transformation Roadmap for AI-Native Evolution

Strategic approaches for established enterprises to successfully transition into AI-Native organizations

Assessment

Evaluate AI readiness,

data maturity & capability

gaps

Strategy & Vision

Define AI value

propositions & strategic

roadmap

Foundation Building

Establish data

infrastructure & AI

governance

Transformation

Execute pilots, scale

solutions & transform

operations

AI-Native State

Continuous innovation &

AI-driven organization

1 2 3 4 5

Measuring Success and ROI in AI-Native

Enterprises

ROI Timeline: AI-Native vs Traditional Approaches

AI-Native investments typically show compound returns after initial investment

period

Traditional IT investments often show linear or diminishing returns

Strategic Value Measurement



Intellectual Capital

Algorithmic assets

Data moats created

Patent & IP generation

Market Position

Market share velocity

Customer acquisition cost

Competitive displacement

AI-Native Measurement Framework

$

Financial Impact Metrics

Revenue Growth +15-35% Cost Reduction 20-45%

New Revenue Streams 2-5x Time-to-Value -40-60%



Operational Excellence Metrics

Process Cycle Time -50-80% Decision Quality +30-60%

Resource Utilization +25-45% Error Reduction -70-95%



Experience & Engagement Metrics

Net Promoter Score +15-30pts Customer Retention +10-35%

Personalization Depth 5-10x Engagement Time +40-80%

Quantifying Value Creation in the AI Era

Frameworks, methodologies and metrics for evaluating the business impact of AI-Native initiatives
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Building AI-Ready Organizational Culture

Cultural Transformation Journey

The Cultural Foundation for AI-Native Success

Transforming mindsets, structures, and behaviors to thrive in the intelligence-driven economy



Visionary Leadership

Key Mindsets



Data-driven decision making



Continuous learning

orientation



Embracing intelligent

automation

Leadership Shifts

From Intuition To Intelligence

From Control To Enablement



AI-Native Talent Strategy

Talent Acquisition



T-shaped AI skill profiles



Cross-functional

backgrounds

Talent Development

Critical Skills Mix

Data Literacy ●●●●●

Systems Thinking ●●●●●

Algorithmic

Thinking

●●●●●



Adaptive Organization Design

Structure Evolution

 Hierarchical

→

 Matrix

→



Neural

Networks

Key Structural Elements

Rapid

Decision Rights

Human-AI Decision

Spectrum

Human

Only

AI

Autonomous

Optimal Balance:



Innovation Ecosystem

Fostering AI Innovation



Protected experimentation

time



Rapid prototyping

frameworks



Innovation metrics &

Cultural Values

  Psychological safety

  Continuous iteration

  Question assumptions



Awareness

Building understanding of AI potential

and limitations

STAGE 1

Activation

Initial pilots and skills development

programs

STAGE 2

Adaptation

Restructuring processes and

organizational models

STAGE 3

Acceleration

Scaling solutions and building

innovation flywheels

STAGE 4

AI-Native

Intelligence embedded across all

aspects of the organization

STAGE 5

Regulatory Considerations

Navigating the Evolving Regulatory Landscape

AI governance frameworks, regional compliance requirements, and emerging standards for AI-Native enterprises

⚖ Key Regulatory Areas



Data Privacy

Consent requirements

Data subject rights

Cross-border data flows

Breach notification



Algorithmic

Transparency

Explainable AI requirements

Decision traceability

Bias mitigation reporting

Human oversight provisions



Industry-Specific

Financial services (DORA)

Healthcare (FDA AI/ML)

Transportation (autonomous)

Critical infrastructure

©

Intellectual Property

AI-generated content rights

Model copyright issues

Training data licensing

Patent challenges

 Regional Regulatory Approaches

 United States

NIST AI Framework

State-level Laws (CCPA)

FTC Enforcement

 European Union

AI Act  GDPR  Digital Markets Act

 Asia-Pacific

China's AI Ethics

Singapore AI Framework

Japan's AI Guidelines

 Global Standards

ISO/IEC 42001  IEEE 7000 Series

OECD AI Principles



Key Takeaway: Strategic Compliance

Successful AI-Native enterprises build regulatory compliance into their core business strategy rather than treating it as an afterthought. This "compliance by design" approach

reduces risk, builds trust, and creates competitive advantages in highly regulated markets.
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Investment Opportunities

The Financial Landscape of AI-Native Innovation

Funding trends, high-growth sectors, and strategic investment approaches in the AX Economy

 Global Investment Trends (2019-2024)

↑

+124% AX Infrastructure

↑

+86% AI Enterprise Solutions

↑

+67% Knowledge Work AI

↑

+53% Consumer AI

 High-Potential Investment Sectors



AI Infrastructure

$49.8B

Specialized AI hardware

AI-optimized cloud services

Edge computing solutions

5-Year CAGR: 38.2%



Enterprise AI

$35.2B

Decision intelligence platforms

AI-powered ERP/CRM systems

Predictive analytics solutions

5-Year CAGR: 31.7%



Vertical AI

$28.6B

Healthcare AI systems

Financial services platforms

Manufacturing optimization AI

5-Year CAGR: 29.4%



AX Platforms

$21.3B

Personalization engines

Immersive AI experiences

Ambient intelligence systems

5-Year CAGR: 42.8%

 AI-Native Valuation Metrics

Data Asset Value

Quality, uniqueness, and scale of proprietary

data assets that power AI systems

Network Effect Multiplier

Compounding value from each additional user

improving AI performance

Algorithm Performance

Accuracy, efficiency, and uniqueness of

proprietary AI algorithms

AI Talent Density

Concentration of ML/AI expertise in key roles

and leadership positions

 Funding Landscape by Stage

Seed

$2-5M

Series A

$8-15M

Series B

$20-40M

Series C

$50-100M

Late Stage

$100M+

↑  Deal size increased 3.2x in past 24 months  ●  72% concentration in Series A & B rounds

Leadership Strategies for AI-Native

Enterprises

Driving Transformation through Executive Leadership

Key approaches, mindsets, and competencies needed to lead in the age of AI-Native business

 Leadership Approaches



Visionary Leadership

Long-term AI transformation

roadmaps

Crafting compelling AI-driven futures and navigating

through uncertainty with clear strategic vision



Experimental Leadership

Test-learn-iterate approach

Creating safe spaces for AI experimentation, rapid

prototyping, and embracing intelligent failure



Ecosystem Leadership

Collaborative networks of AI partners

Building and nurturing AI partnerships, academic

collaborations, and open innovation networks

 Critical Mindsets

Adaptive Thinking

Embracing continuous change as AI capabilities evolve at

exponential rates

Flexibility Resilience

Ethical Conscious

Proactively addressing the ethical implications of AI

deployment in business context

Responsibility Foresight

Data-Driven Decision Making

Balancing AI insights with human judgment for strategic

decision-making

Objectivity Analysis

Human-AI Collaboration

Viewing AI as an augmentation to human capabilities rather

than replacement

Complementarity Synergy

Long-Term Value Creation

Prioritizing sustainable AI transformation over short-term

optimizations

Sustainability Vision

 Essential Competencies

AI Technical Literacy

Critical

Understanding core AI concepts without needing deep expertise

Understanding AI capabilities 85%

Decision Intelligence

High

Leveraging AI insights to enhance strategic decision-making

AI-augmented decisions 78%

Change Leadership

Critical

Guiding organizational transformation toward AI-Native models

Transformation leadership 92%

AI Talent Development

High

Building, attracting and retaining AI-specialized workforce

Talent strategy 82%

Ethical AI Leadership

Critical

Ensuring responsible AI deployment and governance

Responsible AI oversight 90%

⚡

Executive Action Plan

Establish AI Vision

Define strategic AI objectives aligned

with business goals

1

Build AI Governance

Create frameworks for responsible AI

deployment and oversight

2

Develop Talent Strategy

Identify skill gaps and create AI talent

acquisition plans

3

Foster AI Culture

Create organizational environment

that embraces AI innovation

4

Build Partnerships

Develop strategic alliances with AI

technology providers and experts

5
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Risk Management in AI-Native Transformation

Strategic Approach to Risk

Identifying, assessing and mitigating risks in your AI-Native journey

⚠ Key Risk Categories



Security & Privacy Risks

HIGH

Data breaches, model vulnerabilities,

adversarial attacks

⚖

Regulatory & Compliance

HIGH

Legal liability, non-compliance penalties,

regulations



Operational Risks

MEDIUM

System failures, performance issues,

integration problems



Organizational Risks

MEDIUM

Talent gaps, change resistance, cultural

misalignment

 Mitigation Strategies



Security-by-Design

Embed security & privacy in development

lifecycle



Testing & Validation

Rigorous testing protocols for AI systems



Human Oversight

Maintain humans in critical decision loops



Continuous Training

Upskill workforce on AI risk management



Redundancy Planning

Fail-safe mechanisms for critical AI systems

 Governance Frameworks



AI Risk Committee

Dedicated cross-functional oversight committee



Ethics Review Board

External stakeholders evaluate ethical

implications



Policy Framework

Clear guidelines for AI development &

deployment



Monitoring System

Continuous monitoring of AI model

performance

Risk management is not a one-time effort but an ongoing process integrated throughout the AI lifecycle

Conclusion and Call to Action

Your AI-Native Transformation Journey

The future belongs to AI-Native enterprises. Start your transformation today.

Embrace the AI-Native Future

Transform your organization today for tomorrow's AI-powered business landscape

 Key Takeaways



AI-Native is the new competitive frontier

Companies that embrace AI-Native principles will outperform traditional

competitors



AX Revolution transforms customer experiences

Creating artificially intelligent experiences drives customer loyalty and retention



Technology stack is only part of the equation

Culture, leadership, and organizational structure are equally critical



Ethical AI is a business imperative

Responsible AI practices build trust and mitigate regulatory risks



Human-AI collaboration creates optimal outcomes

The most effective implementations blend human creativity with AI capabilities

 Call to Action



Assess AI Readiness

Evaluate your organization's current capabilities, infrastructure, and culture



Develop an AI Roadmap

Create a strategic plan with clear milestones for AI-Native transformation



Start with Pilot Projects

Identify high-impact, low-risk areas to demonstrate AI value quickly



Invest in AI Literacy

Build organizational understanding from executive leadership to frontline staff



Build an AI Ecosystem

Partner with AI vendors, research institutions, and domain experts

Awareness

Evaluation

Experimentation

Implementation

AI-Native

Excellence
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Q&A and References

Thank You

Questions? We're here to help on your AI-Native transformation journey

Explore Further

Additional resources to deepen your understanding of AI-Native enterprises and the AX Revolution

 Recommended Reading



AI Superpowers

Kai-Fu Lee (2018)



The AI-First Company

Ash Fontana (2021)



Competing in the Age of AI

Karim Lakhani & Marco Iansiti (2020)



Prediction Machines

Ajay Agrawal, Joshua Gans & Avi Goldfarb

(2018)



Human + Machine

Paul Daugherty & H. James Wilson (2018)

 Research Papers



Building the AI-Powered Organization

Harvard Business Review (2019)



Artificial Intelligence and Business

Strategy

MIT Sloan Management Review (2022)



The Economics of Artificial

Intelligence

National Bureau of Economic Research (2021)



AI Governance: A Research Agenda

Future of Humanity Institute, Oxford (2020)



Machine Learning for Business

Decision-Making

Journal of Business Research (2022)

 Online Resources



AI for Business Leaders

www.youtube.com/ai-business-academy



AI Business Podcast

www.aibusinesspodcast.com



AI for Executives Course

www.coursera.org/ai-executives



AI Trends Newsletter

www.aitrends.com/subscribe

 Contact Information

✉

Email

contact@ai-

enterprise.com



Phone

+1 (555) 123-

4567



LinkedIn

linkedin.com/ai-

enterprise



Twitter

@AIEnterprise
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AI Literacy for Social Work: 
Understanding Societal Impacts, 
Governance Needs, and Ethical 
Engagement

Eunhye Ahn, PhD
Assistant Professor, Brown School of Social Work

ICKOSSRC International Conference
May 28, 2025

The AI tutor 
misunderstood his 
accent and said he 
was failing.
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The algorithm 
replaced her before 
her manager could 
say goodbye.

She drives safely 
but her zip code told 
the AI she was high 
risk.
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The AI credit system 
dismissed her 
freelance income, 
so the bank denied 
her housing loan.

These are not tech glitches 
they are social failures written in code.
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The algorithm 
replaced her 
before her 
manager could 
say goodbye.
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“Why and how is AI a social work problem?”

11

“Why and how is AI a social work problem?”

“Why does AI governance matter?”

“What does AI literacy mean?”

12
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AI’s 
Impact

Economic and 
Labor Inequality

Financial 
Disparities

Ethical AI 
Governance

Housing and 
Urban 

Development

Healthcare 
Disparities

Environmental 
Justice and Climate 

Disparities

Global AI 
Concentration

Educational 
Technologies

Digital 
Access and 

Literacy

Misinformation 
and Civic 

Engagement

Circle of Transformation: AI's Impact on Social Disparities
Figure 1. Circle of Transformation: AI’s Impact on Social Inequalities

AI is often framed as being at odds with humans—
as if it were our enemy, not our creation.
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AI governance is the foundational framework that 
ensures AI is used responsibly, safely, and effectively.

AI governance is a system of rules, practices, processes, and 
technological tools that are employed to ensure an organization’s use of AI 
technologies aligns with the organization’s strategies, objectives, and 
values; fulfills legal requirements; and meets principles of ethical AI followed 
by the organization. 
(Mäntymäki et al., 2022)
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AI governance is the foundational framework that 
ensures AI is used responsibly, safely, and effectively.

AI Governance Framework

Data Algorithms/
Systems

Ethics & 
Values

Regulatory 
Compliance

Accountability

Data

Ethics & ValuesAlgorithms/Systems

Regulatory Compliance

Accountability
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Source: https://www.dreamstime.com/royalty-free-stock-photos-child-oversized-suit-
image14869508

Private sector AI governance doesn’t fit the public 
sector’s distinct goals and responsibilities.
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Source: https://www.freepik.com/free-photo/little-baby-being-health-clinic-
vaccination_12892233.htm#fromView=search&page=1&position=25&uuid=913da2ba-b368-
4fb6-b37d-e0aa2b05cf52&query=home+visiting+baby+nurse

Example: A community agency offering home visiting services 
wants to use AI to identify families most in need of support.

Data
- Coverage and representation
- Historical bias
- Relevance & accuracy

Ethics & Values
- Ethical and thoughtful triage
- Unintended harm
- Voluntary vs. perceived coercion
- Respect for dignity

Algorithms/Systems
- Transparency & explainability
- Real-world impact

Regulatory Compliance
- Integrate legal duties into the design
- Equality by design
- Transparent Accountability

Accountability
- Appeal & Redress
- Human oversight
- Transparent monitoring
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“We define AI literacy as a set of 
competencies that enables 
individuals to critically evaluate AI 
technologies; communicate and 
collaborate effectively with AI; and 
use AI as a tool online, at home, and 
in the workplace.” (Long & Magerko, 
2020)

26

Five Themes of AI Literacy by Long & Magerko (2020)

What is AI?

• Distinguish AI artifacts
• Understanding intelligence

• Interdisciplinarity in AI

What can AI do?

• AI’s strengths & Weaknesses
• Imagine future AI and its effects

How does AI work?

• Knowledge 
representation

• AI decision-making

How should AI be used?

• Understand ML steps
• Recognize human role in AI
• Understand data literacy
• Critically interpreting data

How do people 
perceive AI?

• Understand AI can act 
on the world

(Long & Magerko, 2020)
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27

Questions & Comments?

28
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<The 2025 International Conference of the Korean Social Science Research Council, 2025.5.28.>

사회보장 영역에서 인공지능 기술 적용의 

순기능, 위험성 및 정책 방향

한국보건사회연구원 연구위원

김기태

11..  들들어어가가며며

공공공공영영역역  가가운운데데  사사회회보보장장은은  인인공공지지능능의의  발발전전과과  적적용용이이  가가장장  활활발발하하게게  관관찰찰되되는는  분분야야 가운데 하

나다(Zaber, Casu, Brodersohn, 2024). 인공지능 기술은 다수의 복지국가에서 이미 급여 자격심

사, 급여액 산정, 급여 지급 등의 과정에서 적용되고 있다. 미미국국의의  경경우우,,  미미국국  연연방방정정부부에에서서  인인공공지지

능능을을  활활용용하하는는  사사례례  가가운운데데  33분분의의  11  이이상상이이  보보건건복복지지부부  업업무무  영영역역에에  속속한한다다(Burt, 2024.10.17.). 인

공지능 기술은 사회정책 영역에서 효율성, 과학성, 중립성의 증진에 기여할 것이란 기대가 크기 때문

이다(Zaber, Casu, Brodersohn, 2024). 아동수당 및 실업수당 등 복지급여를 중심으로 오스트리

아, 뉴질랜드, 영국, 브라질 등의 다수의 국가에서 인공지능 기술이 적용되고 있다(정세정 외, 

2023). 

그럼에도, 사사회회보보장장  영영역역에에서서  인인공공지지능능이이  초초래래할할  영영향향  및및  정정책책적적  대대응응에에  대대한한  국국내내  연연구구는는  희희소소하

다. 디지털 및 정보화의 사회정책적 함의에 관한 연구는 일부 있었고(김수영, 2016; 김수영, 김수완, 

2022; 정세정 외, 2023), 보건복지 현장에서의 인공지능 기술 적용에 관한 연구(조남경, 송기호, 

2023; 정유채, 2023)는 일부 수행된 바 있다. 성윤희(2022)는 사회보장 영역에서 인공지능이 초래

할 변화를 검토한 드문 연구이지만, 인공지능을 “4차 산업혁명의 요체이며 지식기반사회의 핵심 화

두”로 파악하는 기능적 부분에 초점을 뒀다.

한한국국이이  공공공공행행정정에에서서  인인공공지지능능의의  활활용용이이  뒤뒤처처진진  것것도도  아아니니다다. 김기태 외(발간예정)에서는 한한국국의의  

사사회회보보장장  영영역역에에서서  IICCTT  기기술술이이  활활용용된된  3366개개  사사례례를를  확확인인했다. 한국의 공공분야에서 디지털 인프라

도 잘 갖춰진 나라다. OOEECCDD((22002244))  발발표표하하는는  디디지지털털  정정부부  지지수수  순순위위에에서서  한한국국은은  압압도도적적  11위위를 차지

했다. 한국은 여섯 개 평가 영역 가운데 데이터 기반 정부, 플랫폼 정부, 개방형 정부, 선제적 정부 

등에선 1위를 차지했고, 디지털 우선 정부, 국민 주도형 정부 등 2개 부문에서 2위였다. 한편, 영국 

미디어 업체인 Tortoise Media에서 제시한 ‘Global AI Index’에서는 미국, 중국, 싱가포르, 영국, 

프랑스에 이어서 6위에 한국이 위치했다(Cesareo, White, 2023). 

한한국국은은  사사회회보보장장  영영역역에에서서  인인공공지지능능  기기술술을을  디디지지털털  인인프프라라  위위에에서서  빠빠른른  속속도도로로  적적용용시시키키고고  있있는는  

한한편편,,  인인공공지지능능  기기술술  적적용용이이  초초래래할할  법법적적··윤윤리리적적  부부작작용용  문문제제에에  대대해해서서는는  상상대대적적으으로로  방방임임적적인인  태태도도
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를를  보보였였다다. 관련 연구와 정책이 한국에서 제시된 바가 희소한 것은, 이러한 상황을 증명한다. 이번 

글은 이러한 문제의식에서 출발했다. 이 글에서는  ①①  다다른른  복복지지국국가가들들의의  사사회회보보장장  영영역역에에서서  인인공공지지

능능  기기술술  적적용용  현현황황을을  짚짚고고, ②②  인인공공지지능능  기기술술의의  활활용용  영영역역  및및  활활용용에에  따따른른  순순기기능능과과  위위험험성성을을  살살펴펴본본  

뒤뒤,,    ③ 인인공공지지능능  기기술술의의  사사회회보보장장  영영역역에에서서의의  적적용용  과과정정에에서서  짚짚어어야야  할할  정정책책적적,,  제제도도적적  함함의의를를  제제시시

한다. 그리고, 추가적으로 ④④   기술 적용에 따른 관련 규제 동향을 유럽연합의 인공지능법을 중심으

로 살펴본다. 

22..  국국외외  사사회회보보장장  영영역역에에서서  인인공공지지능능  기기술술의의  적적용용  현현황황11))

사회보장 영역에서 인공지능이 사용되기 시작한 시점은 22000088년년  이이후후지지만만  본본격격적적인인  확확산산기기는는  

22001177년년  이이후후였다(Zaber, Casu, Brodersohn, 2024).  인공지능이 활용되는 사회보장영역은 가족

급여, 보건, 산업재해, 연금, 실업, 보편적 급여 등 다양하다. 22002200년년  이이전전에에  사사회회보보장장  영영역역에에서서  주주

로로  활활용용된된  인인공공지지능능  기기술술은은  챗챗봇봇이었다. 챗봇은 2020년 이후에도 코로나 범유행 상황에서 폭증한 

급여 신청을 기관들이 대응하는 과정에서 활용도가 더욱 높았다. 일부 기관들은 챗봇의 기능을 강화

하는 과정에서 생성형 인공지능(generative artificial intelligence)을 활용하기 시작했다.

Zaber, Casu, Brodersohn. (2024)는 사회보장 관련 기관들의 인공지능 활용 영역을 다음과 같

이 제시했다(pp. 22~23). 

첫째, 서서비비스스  제제공공((SSeerrvviiccee  ddeelliivveerryy)). 기관이 다양한 유형의 고객에게 더 쉽게 접근할 수 있는 채

널을 활용하여 더 적절하고 더 나은 다양한 유형의 고객에게 더 쉽게 접근할 수 있는 채널을 활용하

여 서비스를 개선

둘째, 자자동동화화  및및  사사례례  관관리리((AAuuttoommaattiioonn  aanndd  ccaassee  mmaannaaggeemmeenntt)). 사회보장 기관이 인공지능을 

사용하여 사례 처리 방식을 자동화하고 개인의 서비스 후속 조치를 위한 고충 대응 지원을 제공

셋째, 전전향향적적이이고고  능능동동적적인인  사사회회  보보장장(Prospective and proactive social security). 사회보장 

기관에 인사이트, 비전 및 잠재적 결과를 파악할 수 있는 전망 분석을 위한 도구를 제공. 기관은 이

러한 도구를 활용하여 코호트와 개인의 삶을 선제적이고 능동적으로 개선하기 위한 접근 방식을 수

립.

넷째, 위위험험관관리리  및및  예예방방(Risk management and prevention). 기관이 위험을 식별하고 위험을 완

화하거나, 위험에 대응할 수 있는 역량을 강화. 더 나은 서비스를 제공할 수 있도록 회원 정보를 분석

할 수 있도록 지원

다섯째, 평평등등과과  공공정정성성(Equality and fairness). 공정성과 형평성의 원칙을 지킬 수 있는 기관의 

의무 측면에서 다양한 인공지능 솔루션과 프로그램 및 대응을 평가

Zaber, Casu, Brodersohn (2024)가 제시하는 범주들이 깔끔하지는 않다. 영역별로 사례가 제

1) 이 부분 전반부는 국제사회보장협회(International Social Security Association)이 발간한 Zaber, Casu, Brodersohn 
(2024) Artificial Intelligence in Social Security Organizations 보고서 내용을 정리한 결과다.
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시되지 않아서, 직관적인 이해가 쉽지도 않다. 그러나, 〔그림 1〕을 보면, 다섯 개 영역에서 파생되는 

인공지능 기술의 활용 내용을 보다 상세하게 파악할 수 있다. 다섯 영역 가운데 하나인 서비스 제공 

분야에서 인공지능은 가장 활발하게 사용된다. 

〔그림 1〕 사회보장 영역에서 인공지능 기술의 적용 분야

출처: Zaber, Casu, Brodersohn, International Social Security Association. (2024). “Artificial Intelligence in social 
security organizations(p23)”. International Social Security Association

서서비비스스  제제공공((SSeerrvviiccee  ddeelliivveerryy))  가가운운데데서서도도  챗챗봇봇은은  인인공공지지능능이이  가가장장  활활발발하하게게  사사용용되되는는  영영역역이

다. 특히, 흥미롭게도, 남남미미국국가가에에서서  챗챗봇봇의의  활활용용도도가가  높높았았다다(ISSA, 2021). 브라질, 아르헨티나, 파

나마, 우루과이 등에서 국민들의 급여 관련 문의나 민원을 응대하는 데 챗봇이 활용됐다. 이를테면, 

코로나19 범유행 위기 상황에서 브브라라질질  국국립립사사회회보보장장원원(Instituto Nacional de Seguro Social, 

INSS)은 인공지능 기반의 가상 비서 챗챗봇봇인인  HHeellôô를를  도도입입했다. INSS가 관리하는 애플리케이션인 

Meu INSS에 대한 문의에 응답하도록 설계된 Helô는 사용자와의 상호작용을 개선하고 더 복잡한 

응답도 가능하도록 기능이 점진적으로 확장됐다. 초기 평가 결과 Helô는 첫 달에 100만 건 이상의 

상담을 처리했다(ISSA, 2021). 이후 3년 동안 HHeellôô는는  9900개개의의  주주제제에에  대대해해  666600만만  건건의의  상상담담을 처리

했고, 사용자 만족도가 0~5점 척도 기준으로 긍정적인 3.8점을 받았다(INSS. 2023).

챗봇의 활용은 소위 ‘선진국’에 국한되지 않는다. 말말레레이이시시아아의의  직직원원연연금금기기금금((EEPPFF))은은  EELLYYAA  스스마마

트트  챗챗봇봇을을  운운영영하고 있다(Zaber, Casu, Brodersohn, 2024; ISSA, 2020). ELYA는 자연어 처리

(NLP)를 사용하면서 인공지능으로 구동되고 라이브 채팅으로 지원되는 사회보장 기관 최초의 이중 

언어 가상 비서(VA)다(ISSA, 2020.). 고객이 직접 EPF 상품 및 서비스에 대한 정보에 액세스할 수 

있도록 하는 방식으로 상담센터의 부담을 덜어주는 것이 목표였다. ELYA는 기본 챗봇에서 3단계에 

걸쳐 업그레이드해서 복잡한 문의를 위한 자문 챗봇까지 가능하게 진화했다. EELLYYAA는는  실실시시간간  상상호호

작작용용,,  다다국국어어  지지원원,,  연연중중무무휴휴  2244시시간간  상상담담  서서비비스스를를  제제공했다.

보건 영역에서는 인공지능이 응급실까지 들어왔다. 호호주주에에서서도도  뉴뉴사사우우스스웨웨일일스스주주  공공공공  의의료료  시시스스

템템의의  응응급급실실에에서서  패패혈혈증증  조조기기  발발견견을을  목목표표로로  하하는는  머머신신러러닝닝  프프로로토토타타입입  제제품품을을  개개발발했다(Zaber, 
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Casu, Brodersohn, 2024). 이름은 eHealth NSW였다. 인공지능 프로토타입은 2017~2019년 네 

병원에서 추출한 과거 데이터를 활용해서, 로지스틱 회귀 및 XGBoost 알고리즘을 사용했다. 이 도구

는 응급실 대기실에서 패혈증 발병 위험이 있는 환자를 조기에 발견하여 패혈증 관련 사망, 중환자실 

입원 및 재입원을 줄이는 것을 목표로 한다.

복복지지급급여여  수수급급자자의의  포포착착에에도도  인인공공지지능능은은  이이미미  활활용용되고 있다. 캐캐나나다다  고고용용사사회회개개발발부부((EEmmppllooyymmeenntt  

aanndd  SSoocciiaall  DDeevveellooppmmeenntt  CCaannaaddaa))는는  저저소소득득  노노인인을을  위위한한  급급여여인인  보보장장소소득득보보조조금금(Guaranteed 

Income Support) 영역에 인공지능 기술을 적용했다(Zaber, Casu, Brodersohn, 2024). 급여 수급 

자격이 있는 노인을 신속하게 식별하기 위한 목적이었다. 머신러닝 모델을 통해서 2,000명 이상의 수급 

대상자를 식별했다. 정정확확도도는는  9922~~9988%%였다(Zaber, Casu, Brodersohn, 2024). 

사사례례  관관리리  영영역역에에도도  인인공공지지능능은은  역역할할을을  확확대대하고 있다. 오오스스트트리리아아의의  사사회회보보험험연연합합은은  청청구구  자자동동  

처처리리를를  지지원원하하고고  의의사사와와  매매칭칭하하는는  인인공공지지능능  기기반반  시시스스템템을을  구구현현했다(Zaber, Casu, Brodersohn, 

2024). 인공지능을 활용한 의료비 환급 관리 사례가 예시될 수 있다. 인공지능 솔루션을 도입하기 

전에는 수작업 처리 시간이 길어 환급받기까지 몇 달씩 기다려야 했다. 플랫폼을 도입한 후에는 추

가 인력 없이도 처리 시간이 며칠로 크게 단축됐다. AI 기반 접근 방식은 광학 문자(Optical 

Character R) 및 개체 인식과 같은 기술과 오픈소스 도구 및 언어를 사용하여 문서를 수집하고 처

리함으로써 효율성과 투명성을 개선했다.

〈표 1〉 사회보장 영역에서 인공지능 기술 적용 사례

사회보장 영역 인공지능의 해법 상세 내용

연금 연금 행정 자동화 
연금 관리 및 연금 지급을 자동화하여 퇴직자에게 적시에 

급여 지급, 관리 비용 절감, 효율성 개선

아동 돌봄 및 교육 인공지능 아동 돌봄 및 교구 활용
스마트 모니터링 시스템으로 어린이의 안전 보장. AI 기반 
교육 플랫폼으로 어린이 개인화한 학습 경험 제공 및 발달 

과정 모니터링 

급여 수급자 확인 자동화한 수급자 확인
인공지능 기반 시스템으로 본인 확인 절차 간소화. 신원, 
문서, 데이터를 신속하고 정확하게 확인하여 부정 수급 

가능성 

고령 돌봄 돌봄을 위한 로봇 활용
인공지능 기반 로봇 공학은 노약자에게 신체적, 인지적 

지원 제공 및 일상 업무 지원, 복약 알림, 말벗 기능 수행
정서적 돌봄 정신건강을 위한 챗봇 인공지능 기반 챗봇이 정서적 지원 및 상담 서비스 제공. 

출처: Zaber, Casu, Brodersohn, International Social Security Association. (2024). “Artificial Intelligence in social 
security organizations(p29)”. International Social Security Association의 표 3의 내용을 번역하고 일부 편집함 

인인공공지지능능이이  그그리리는는  사사회회보보장장의의  미미래래가가  장장밋밋빛빛으으로로만만  그그려려지지지지는는  않않는는다다. 네덜란드의 덴마크의 사

례는 인공지능 적용에 따른 인권 침해, 정보 유출, 공공성 훼손에 관한 도전을 보여준다. 

먼저, 네덜란드의 사례를 살펴보겠다. SSyyRRII((SSyysstteeeemm  RRiissiiccoo  IInnddiiccaattiiee))는는  중중앙앙정정부부와와  지지방방정정부부

가가  사사회회보보장장  및및  소소득득  관관련련  제제도도,,  세세금금  및및  사사회회보보험험료료,,  노노동동법법  분분야야에에서서  부부정정행행위위를를  방방지지하하고고  대대처처하하

기기  위위해해  도도입입한한  인인공공지지능능  시시스스템템이다. SyRI는 다양한 공공기관의 데이터를 연결하고 분석하여 위험 

보고서를 생성함으로써 재정의 오용을 방지하고, 부당한 이익을 탐지하는 데 사용된다(Rechtbank 

Den Haag, 2020). 이 시스템에 참여하는 기관은 지방정부, 네덜란드 조세 및 관세청, 사회보험은



session 9 355

행(Social Insurance Bank), 이민 및 귀화 서비스, 고용보험청, 사회 및 고용감찰청 등과 같은 감

독 기관이다. 이 기관들로부터 수집되는 데이터는 보건, 재정, 교육, 재정 지급, 고용 등 방대한 영역

에 걸쳐 있다. 알알고고리리즘즘을을  통통한한  데데이이터터  분분석석  결결과과를를  바바탕탕으으로로  특특정정  사사례례에에  대대한한  ‘‘위위험험  보보고고서서’’가가  제제

출출되되면면,,  관관련련자자는는  부부정정행행위위의의  가가능능성성이이  있있는는  것것으으로로  판판단단되되어어  정정부부의의  조조사사  대대상상으으로로  간간주주된다

(Appelman et al., 2021, p.263).

이러한 알고리즘을 활용한 분석은 부정수급을 적발하는 데 효과적이라는 것이 네덜란드 정부의 입장

이다. 이 시스템은 주로 부정수급 가능성이 클 것으로 예상되는 가난하거나 취약한 사람들에 초점을 맞

추어 조사를 수행한다는 점에서 논란이 많았다. 이와 관련하여 Platform Bescherming 

Burgerrechten, Nederlands Juristen Comité  voor de Mensenrechten 등 네덜란드 6개 시민단

체는 SyRI의 문제점을 지적하며 공동행동을 시작했다. 단체들은 2018년 3월 네덜란드 정부를 상대로 

이 시스템이 “모모든든  개개인인은은  사사생생활활과과  가가족족생생활활  및및  주주거거와와  통통신신을을  존존중중받받을을  권권리리가가  있있다다””고고  규규정정한한  유유럽럽인인

권권협협약약((EEuurrooppeeaann  CCoonnvveennttiioonn  ooff  HHuummaann  RRiigghhttss))  제제88조조를를  위위반반했다는 취지로 헤이그 지방법원에 소

송을 제기했다(van Bekkum, Borgesius, 2021). 2020년 헤헤이이그그  법법원원은은  정정부부  기기관관들들이이  개개인인  정정보보를를  공공

유유하하는는  과과정정에에서서  투투명명성성이이  부부족족하하고고  개개인인  정정보보에에  대대한한  적적절절한한  안안전전장장치치가가  부부족족하하다다는는  이이유유로로  SSyyRRII가가  유유

럽럽인인권권협협약약을을  위위반반한한다다고고  판판결결했다. 

2018년 덴덴마마크크의의  지지방방정정부부인인  GGllaaddssaaxxee는는  사사회회경경제제적적으으로로  취취약약한한  아아동동을을  추추적적하하기기  위위해해  알알고고리리

즘즘을을  활활용용한한  정정책책  실실험험을을  추추진진하였다. 덴마크 수도 코펜하겐(Copenhagen) 근교에 위치한 

Gladsaxe 정부는 실업 및 의료를 비롯한 다양한 사회경제적 영역의 데이터를 결합하여 220000개개  이이상상

의의  위위험험  지지표표를를  분분석석하하는는  머머신신러러닝닝  모모델델을을  구구축축하였고, 이를 활용하여 가정폭력이나 학대의 위험이 

큰 아동을 찾으려고 시도했다. 이 모델은 가정이나 부모의 상황들을 점수화했다. 예를 들면 정신 질

환의 경우 3,000점, 실업은 500점, 예약된 의사의 진료 불참은 1,000점, 예약된 치과 진료 불참은 

300점 등이 부여되었다. Gladsaxe 알고리즘 모델은 이러한 점수를 바탕으로 위험한 상황에 처한 

아동들은 판별하고자 했다(Thapa, 2019).

이러한 시도는 시민단체, 학계의 신랄한 비판을 받았고, 물론 대중으로부터도 심각한 반발을 낳았

다. Mchangama and Liu(2018)는 인인공공지지능능을을  활활용용한한  복복지지행행정정이이  효효율율성성을을  높높일일  수수는는  있있지지만만,,  그그  

과과정정에에서서  개개인인의의  자자유유와와  민민주주주주의의의의  가가치치가가  희희생생되고 있다며, “덴마크 복지국가가 인공지능 때문에 

자살하고 있다”라고 주장했다. 이러한 비판에도 불구하고 덴마크 정부는 위험에 처한 아동을 조기에 

발견할 수 있다는 장점을 강조하며 Gladsaxe 모델을 전국적으로 확대할 계획을 세웠다(Bendixen, 

2018; Jørgensen, 2021). 그러나 Gladsaxe 모델에 대한 공개적인 검증이 이루어지면서 상황은 

바뀌었다. 이 모델을 통해 작성되는 개별 평가서에 포함된 다양한 정보들이 부모들 모르게 활용되고 

저장된 사실이 밝혀졌다. 이로 인해 2018년 12월  GGllaaddssaaxxee  모모델델은은  중중단단되었다(Algorithm 

Watch and Bertelsmann Stiftung, 2020).
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33..  사사회회보보장장  영영역역에에서서  인인공공지지능능  기기술술의의  활활용용  영영역역··순순기기능능··위위험험성성

 

33--11..  인인공공지지능능  기기술술의의  활활용용  영영역역  

국내·외의 인공지능 활용 현황을 보면, 사회보장 영역에서 인공지능이 활용되는 영역을 확인할 

수 있었다. 과거 복지국가에서 디지털 기술이 활용되는 영역을 제시했던 Alston(2019), 김기태

(2024), Zaber, Casu, Brodersohn(2024) 의 논의를 참고하면서 논의를 종합하면 아래 아홉 가지 

영역이 제시될 수 있을 것이다2). 

첫첫째째,,  본본인인  인인증증(identity verification)이다. 본인 인증은 급여신청, 자격심사, 급여 지급 과정에

서 반드시 필요하다. 물론, 한국에서는 지문 및 얼굴 정보가 포함된 주민등록 데이터베이스가 매우 

높은 수준의 본인 인증 체계가 성립된 점을 확인할 수 있다. 한국에서는 인공지능 기술까지 필요하

지 않을 수도 있다. 

둘둘째째,,  자자격격  심심사사(eligibility assessment)다. 캐나다 온타리오주에서는 2014년부터 사회부조운

영시스템을 통해서 급여 자격을 심사하고 있다. 빅데이터 및 인공지능을 통해서 급여 자격 심사를 

빠르게, 정확하게 처리할 여지가 생긴다. 

셋셋째째,,  복복지지급급여여액액  산산정정  및및  지지급급(welfare benefit calculation and payments)이다. 다수의 국가

에서 점점 더 많은 복지급여액이 사람의 개입 없이 자동적으로 산정되고 지급되고 있다. 영국은 실

시간 소득정보시스템(Real Time Information System)을 활용해서 복지급여를 지급하고 있다. 

넷넷째째,,  부부정정··오오류류  수수급급  예예방방  및및  탐탐색색(fraud prevention and detection)이다. 많은 복지국가에서 

디지털 자료를 활용하는 주요한 이유 가운데 하나가 부정·오류 예방 및 탐색에 있다. 네덜란드에서 

논란을 놓았던 SyRi(Systeem Risico Indicatie)가 여기에 해당한다.

다다섯섯째째,,  위위험험의의  점점수수화화  및및  범범주주화화(risk scording and classification)다. 한국의 사각지대 발굴

관리 시스템이 여기에 해당한다. 개인에 관한 공공데이터 자료의 수집과 빅데이터 분석, 분석결과를 

바탕으로 한 고위험 대상자 도출 과정을 거치기 때문이다. 이러한 접근은 유럽연합이 인공지능법에

서 ‘수용할 수 없는 위험성(unacceptable risk)’으로 분류한 ‘사회적 평점(social scoring)’과 흡사

하다. 앞으로도 논란을 낳을 수 있는 대목이다3). 

여여섯섯째째,,  개개인인  맞맞춤춤형형  정정보보  서서비비스스다(personalized information service)이다. 남미 지역에서 

특히 활성화한 챗봇이 대표적 사례가 될 것이다. 다양한 영역에서 개인에게 최적화된 서비스를 제공

2) OECD(2024)도 ‘Modernizing Access to Social Protection’ 보고서에서 인공지능의 활용 영역을 다음과 같은 네가지로 제
시했다. ① 공무원의 문서 작업 자동화 및 효율화, ② 개인이나 지역 사회의 위험 예측 혹은 예방적 접근, ③ 급여 자격 기준 등에서 결정 
자동화, ④ 챗봇, 오피스 프로세스 자동화, 부정 수급 포착 영역 등이다. OECD(2024)가 전세계적으로 사회보장 영역에서 인공지능은 
“간헐적(infrequently)”(p. 9)으로 쓰인다고 논평한 점을 보면, OECD는 인공지능이 활용되는 영역을 지나치게 협소하게 파악한 것
으로 보인다.  

3) Alston(2019)은 위험의 점수화 및 범주화 관련해서 세 가지 위험을 예시했다. 첫째, 전체 인구집단의 데이터를 근거로 한 예측 
모델에 따라 개인의 위험 수준을 파악하는 과정에서 나타날 수 있는 오류의 가능성, 둘째, 점수화 및 범주화의 근거가 되는 기술이 공개
되지 않으면서 나타날 수 있는 권리 침해의 가능성, 셋째, 점수화 및 범주화가 현재의 불평등과 차별을 강화하거나 유지할 가능성이다. 
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하기 위해 빅데이터 분석 기반 기술을 활용하여 서비스 이용자에게 맞춤형 서비스를 제공할 수 있다. 

한국의 AI 활용 초기상담시스템도 여기에 해당될 것이다. AI 활용 초기상담정보시스템도 콜 기반 

대화 시스템을 활용하여 잠재적 위기대상자와 초기상담을 진행한다. 이러한 기능은 복지수급자의 

사례 관리에까지 확장될 수 있다. 사회보장 기관이 인공지능을 사용하여 사례 처리 방식을 자동화하

고 개인의 서비스 후속 조치를 위한 고충 대응 지원을 제공할 수 있다. 오스트리아의 사회보험연합

은 청구 자동 처리를 지원하고 의사와 매칭하는 인공지능 기반 시스템을 구현했다.

일일곱곱  번번째째,,  온온라라인인을을  활활용용한한  소소통통을을  넘넘어어서서  실실제제  돌돌봄봄  영영역역에에서서도도  활활용용되고 있다. 한국에서도 이

미 폭넓게 활용되고 있다. 대부분 노인을 위한 것으로 AI‧IoT를 활용한 건강 서비스, 생체건강 셀프

체크 서비스, 안전감지 센서를 활용한 안전 확인 서비스, 실종 방지를 위한 위치 기반 모니터링 서비

스 등이다. 여가 활용에 도움이 되는 다양한 정보 제공 서비스 등이 제공되고 있다.  

여여덟덟  번번째째,,  사사회회보보장장  행행정정  기기관관  내내부부적적인인  용용도도로로  업업무무  담담당당자자의의  효효율율적적  업업무무  처처리리를를  돕돕고고,,  내내부부  교교

육육  등등의의  용용도도로도 활용될 수 있다. 한국에서 다수의 복지기술은 업무 담당자의 효율적 업무 처리를 

지원하기 위해 활용되고 있었다. 이를테면, 빅데이터를 기반으로 의사결정을 효율적으로 지원하는 

서비스도 확인되었는데 수급자의 상담을 위한 기초 자료를 제공한다.

아아홉홉번번째째,,  사사회회정정책책의의  효효율율성성과과  효효과과성성을을  평평가가하하는는  데데  활활용용될 수 있다. 데이터의 가용성이 실시간

화한다면, “적절한 성과지표와 주기적인 활용은 사업의 효과성과 효율성을 평가하는 데 필수적인 것

으로 증거기반정책(evidence-based policy)의 기초”(유종성, 2023, p. 8)가 될 수 있다. 또한, 평가

의 과정에서 정책의 성과, 실패, 한계를 낳은 원인을 분석해서, 정책을 조정, 갱신, 폐기하는 근거가 될 

수 있다.   

장기적으로 보면, 전전국국민민  대대상상  실실시시간간  데데이이터터에에  근근거거한한  인인공공지지능능의의  활활용용은은  사사회회보보장장  제제도도  전전체체를를  

재재편편하하는는  방방향향으으로로  나나갈갈  잠잠재재력력을 가지고 있다. 노대명(2024)은 소득보장제도 재구조화를 준비하자

고 제안하면서 “소득기반 사회보험의 실험이 중단됐지만 계속 추진할 필요”(p. 14)가 있으며 “현행 

85개 제도를 4~5개 정도로 단순화하는 재정기반 소득보장제도를 준비”(p. 14)해야 한다고 제안하고 

있다. 시민들의 다양한 욕구에 부응하면서 자리잡은 복지제도들이 제도운영 주체 및 전달체계에 따라 

너무 복잡하게 얽혀있는 점을 고려할 필요가 있다. 이에 따라, 사회보장 제도들의 재구조화에 대한 요

구는 끊임없이 있었던 점을 고려하면(강혜규, 강지원, 강희정, 김기태, 김세진, 김태완.. 주하나, 

2022), 변화의 단초가 빅데이터와 인공지능에서 마련될 여지가 있다. 노대명(2024)은 현재의 급여지

급 정보관리 체계에서 복지제공 부처별로 급여 자격 조건 심사를 따로 추진하면서 급여 지급이 지연되

고 있다며, 디디지지털털  사사회회보보장장  허허브브  구구축축을 통해 급여 자격 심사와 지급을 효율화하자고 제안했다.

33--22..  인인공공지지능능  기기술술  적적용용의의  순순기기능능

사회보장영역에서 점점 폭넓게 활용되는 인공지능 기술 적용이 불러올 효과는 양면적이다. 먼저, 

인공지능이 공공의 민주적인 통제 아래 작동할 경우를 전제로 할 때, 기대되는 순기능은 다음과 같
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다. 

첫첫째째,,  효효율율성성이다. 앞서 살펴보았듯이, 본인인증, 자격심사, 복지급여액 산정 및 지급 등의 일선 

서류 행정이 더욱 자동화하게 된다. 이럴 경우, 더 적은 인력으로 더 많은 행정 업무가 가능해진다. 

일선 공무원은 민원인을 대상으로 하는 대면서비스나 사례관리에 집중할 수 있다. 물론, 인공지능의 

적용에 따른 부가적인 업무도 생길 수 있다. 이를테면, 미국의 행정명령 14110 7조 2항 (b)호에  따

르면, 급여 거부에 대해 급여 신청자가 사람인 심사자에게 이의를 제기할 수 있도록 하는 절차를 규

정하고 있다. 

둘둘째째,,  적적시시성성이다. 빅데이터를 활용해서 관리되는 인공지능 기술은 급여 신청과 심사, 지급에 이

르는 과정을 단순화할 수 있다. 영국의 경우, 통합급여를 도입하는 과정에서 실시간소득파악 시스템

을 활용해서, 급여 지급 절차를 간소화하고자 했다. 

셋셋째째,,  정정확확성성이다. 빅데이터에 근거한 인공지능의 판단, 범주화, 예측은 인간이 오류와 편견이 개

입할 가능성을 줄일 수 있다. 영국의 경우, 연금을 제외한 복지급여액 가운데 오류 또는 부정으로 인

해 초과 지급된 액수가 2021~2022년 회계연도 기준으로 85억 파운드(약 12조 7천억원)으로 추정

됐다(Davies, 2022). 같은 기간 연금을 제외한 전체 복지급여 지급액의 7.6%를 차지하는 액수다. 

특히, 서구의 복지국가에서 디지털 기술을 통해 급여의 오류 및 부정 수급을 시정하고자 하는 의지

가 강해 보인다.

넷넷째째,,  개개인인  맞맞춤춤형형  급급여여  및및  서서비비스스  제제공공이다. 인공지능의 활용을 통한 행정 집행은 개인당 위험의 

점수화 및 범주화까지 맞춤형 수준으로 정교화할 수 있다. 개인의 여건과 수요에 맞춘 현금 및 서비

스, 일자리가 개인 맞춤형으로 제공될 여지가 커진다. 한국에서 AI 기반 일자리 매칭서비스가 대표

적인 예다. AI기반 일자리 매칭서비스는 구직자의 이력서 정보와 구인기업의 구인정보를 활용하여 

인공지능 알고리즘에 기반한 추천서비스를 제공하고 기업과 구직자 간 일자리 미스매치를 해소한

다. 이를 통해서 개인의 제도에 대한 체감도가 향상될 수 있다. 

다다섯섯째째,,  범범용용성성이다. 챗봇을 통한 상담은 국민들의 입장에서는 시공간의 제약을 뛰어넘어서 제도

에 접근할 수 있는 기반을 제시해 준다. 시민들은 주민센터를 방문하지 않고도 언제, 어디서나 급여

와 관련한 상담과 더불어 자격을 확인할 수 있고, 급여를 신청할 수 있게 된다. 이를 통해서, 지역별 

접근성에서의 격차를 해소할 수 있는 가능성도 커진다.  

여여섯섯째째,,  정정책책  평평가가의의  용용이이성성이다. 빅데이터를 활용한 급여 집행 내용은 정책의 효과를 평가하는 

데 용이한 기반을 제공한다. 평가를 위한 데이터의 구축이 용이해지면서 근거 기반 정책 평가, 형성 

및 집행의 토대가 마련된다.  

일일곱곱  번번째째,,  사사각각지지대대  해해소소다. 복지 사각지대 발굴관리시스템이나 AI 활용 초기상담시스템은 다중 위

험의 시대에서 잠재적 수급 대상자들의 욕구를 빠르게 파악하는 토대가 된다. 한국 복지국가에서 고질

적으로 지적되는 사각지대의 문제를 빠르게 해소할 수 있는 제도적 기반이 될 수 있다. 물론, 사각지대 

문제의 핵심은 위기가구의 발굴에 있다기보다는, 발굴된 위기가구를 지원할 급여가 없거나 부족하다는 

지적(함영진, 이현주, 어유경, 김가희, 박성준, 조용찬.. 오민수, 2023)도 함께 고려할 필요가 있다. 
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33--33..  인인공공지지능능  기기술술  적적용용의의  위위험험성성

빅데이터 활용을 수반하는 인공지능 기술이 사회보장 영역에서 초래할 위험성도 함께 보겠다. 위

험의 내용은 김수영(2016)과 김기태(2024)를 참조하면서 다음과 같이 제시하도록 하겠다. 

첫첫  번번째째,,  프프라라이이버버시시의의  문문제제다. 한국의 경우, 국민기초생활보장제도에서 수급자는 자신과 부양의

무자의 소득 및 재산정보를 국가에 제공하는 조건 아래 급여를 받을 수 있다. 복지급여 수급자들의 

소득, 재산, 가족 정보뿐 아니라 일부 사례관리 정보까지 이미 방대하게 집적돼 있다. 공공기관을 넘

나드는 개인 정보의 유출 및 남용을 가능성도 완전히 배제할 수는 없다. 또한, 국가 권력에 의한 데

이터 남용 가능성도 고려해야 한다(홍승헌, 황하, 2024).

둘둘째째,,  부부정정확확성성의의  문문제제다. 앞서 인공지능이 불러올 장점으로 정확성을 제시한 점을 고려하면, 다

소 모순적인 지적일 수 있다. 그럼에도, 국내의 사회보장정보시스템에서 개인의 사망 및 출생신고가 

반영되지 않거나 과거 소득이 현재 소득과 합산돼서 제시되는 등의 문제가 끊임없이 발생하고 있다. 

현장 공무원들은 복잡한 데이터를 처리하고 오류를 수정하느라 대면 접촉을 통해서 사각지대를 발

굴할 기회를 오히려 놓치고 있다는 지적(임덕영, 2023)도 나오고 있다. 물론, 이러한 문제는 데이터 

기반 인공지능 기술이 현장에 접목하는 과정에서 발생하는 일시적이고 과도기적인 문제라고 볼 수 

있다. 그러나, 인공지능 기술에 대한 맹신적인 태도 역시 경계할 필요는 있다. 이 대목은 사회보장 

행정에서 관리하는 데이터와 알고리즘의 질 관리와도 직결되는 문제다. 

셋셋째째,,  데데이이터터  소소유유권권의의  문문제제다. 김수영(2016)은 급여 신청자는 소득, 재산, 가족정보, 신체 등에 

대한 자기 정보 제공에 동의하게 되는데, 여기서 정보의 소유권에 대한 문제가 제기된다고 지적한

다. “국가는 정보 제공자의 의도와는 상관없이 이들이 제공한 정보를 보유할 뿐만 아니라 향후 해당 

정보의 활용, 분배, 처분에 관한 권한을 얻게 되는 상황”(p.211), 이 대목은 앞서 논의한 프라이버시

와 함께 앞으로 논점으로 부상할 여지가 크다. 

넷넷째째,,  개개인인  정정보보의의  영영리리  목목적적  활활용용의 문제다. ‘디지털 헬스’를 둘러싼 데이터 활용은 한국에서 이

미 오랜 의제다. 건강보험의 개인 정보에 대한 접근권을 민간기업은 지속적으로 요구하고 있다. 보

건복지부는 2024년 11월 ‘보건의료데이터 혁신포럼’을 전국 43개 의료데이터 중심병원과 진행한 

바 있다. 복지부는 “정부와 의료계, 학계, 산업계가 데이터 협력체계를 구축하여 미래의료 혁신과 국

민건강 증진으로 나아가는 계기가 되기를 희망”(보건복지부, 2024.11.26. p. 4)한다고 밝혔다. 여

기에서 개인 건강 정보의 영리 목적 활용의 여지는 잠재적으로 남아 있다. 

다다섯섯째째,,  알알고고리리즘즘  결결정정에에  근근거거한한  개개입입의 문제다. 덴마크의 취약 아동을 포착하기 위해서 실업 및 

의료를 비롯한 다양한 사회경제적 영역의 데이터를 결합하여 200개 이상의 위험 지표를 분석하는 

머신러닝 모델을 구축했다(Jørgensen, 2021). 그리고, 모델이 위험신호를 보내는 가구에 대해서 

부모의 동의 없이 개입이 가능하도록 했다. 이후 해당 모델은 모델의 신뢰성에 의문이 제기되면서 

2018년 12월 중단된 바 있다(Algorithm Watch and Bertelsmann Stiftung, 2020). 한국에서도 
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2023년부터 44종의 위기 정보에 근거해서 위기가구에 대해서는 경찰·소방 협력을 통한 비상 개문

(開門) 지침을 마련했다(정세정 외, 2023). 이 대목에서 빅데이터에 근거한 인공지능의 판단에 근거

해서 국가는 어디까지 개인의 삶에 개입할 수 있는가라는 윤리적인 문제가 발생한다. 

여여섯섯째째,,  데데이이터터와와  알알고고리리즘즘의의  편편향향성성의 문제다. 미국의 데이터 과학자인 Cathy O’Neil(2017)은 

알고리즘이 현대 사회에서 대량살상무기(Weapons of Mass Destruction)에 준하는 위험성을 가

졌다고 경고하기 위해 책 ‘Weapons of Math Destruction(대량살상수학무기)’을 출판한 바 있다. 

그는 여기에서 편향된 데이터와 알고리즘이 취약계층에게 차별적인 결과를 낳게 된다고 경고했다. 

그는 알고리즘에 대한 기술낙관론은 ‘테크노-유토피아’로 명명하면서, “알고리즘과 기술이 가져다

줄 혜택에 대한 무제한적이고 부적절한 희망에서 깨어나야 한다”(p. 343)고 강조한다. 

일일곱곱  번번째째,,  인인공공지지능능의의  ‘‘설설명명  불불가가능능성성’’의 문제다. 2장에서도 살펴보았듯이, 인공지능의 복잡성을 

고려할 때, 인공지능이 어떤 기준과 원칙에 따라 작동하는지에 대해서 인간은 이해할 수 있어야 한

다. 이를 인공지능 관련 핵심원칙 가운데 하나인 설명 가능성(explainability)이다. 문제는 인공지

능이 점점 더 설명가능하지 않다는 점이다. 인공지능이 고도화할수록 설명가능성은 떨어진다(<그림 

1> 참고). 물론, 사사회회보보장장  분분야야에에서서는는  인인공공지지능능이이  활활용용된된다다고고  하하더더라라도도  딥딥러러닝닝  수수준준까까지지  활활용용되되는는  

경경우우는는  많많지지  않않다다. 따라서, 인공지능의 설명가능성에 대한 문제가 적어도 한동안은 중요하지 않을 

수도 있다. 그렇지만, 기술의 발전 속도를 고려한다면 인공지능의 설명 불가능성이 조만간 난제로 

등장할 가능성도 있다. 사회보장 행정에서는 특히 취약계층에 대한 차별적인 결정이 이뤄질 가능성

도 염두에 둬야 한다. 

지금까지 살펴본 인공지능의 잠재적 위험성을 살펴봤다. 다만, 국외에서 제기되는 위험성을 고려

할 때, 한한국국과과  외외국국이이  제제도도적적  환환경경이이  다다르르다다는는  점점도도  염염두두에에  둘둘  필필요요가 있다. 정세정 외(2023)에서는 

세가지로 나누어서 설명하고 있다(pp. 213~214).  

첫첫째째,,  한한국국에에서서는는  지지문문  및및  얼얼굴굴  정정보보가가  포포함함된된  전전  국국민민  주주민민등등록록  데데이이터터베베이이스스  덕덕분분에에  개개인인인인증증  

영영역역에에서서  압압도도적적인인  인인프프라라를 구축했다. 전 국민의 일률적인 국민식별번호를 운영하는 국가는 한국

이 거의 유일하다(성준호, 2016). 둘째, 해해외외에에서서는는  개개인인정정보보의의  영영리리적적  집집적적  및및  활활용용에에  대대한한  우우려려가 

크다(Eubanks, 2018; Alston, 2019). 미국에서는 민간 보험회사에서 개인 데이터를 활용하는 빈

도가 더 높다. 반면, 한국은 공공이 전국민 소득, 재산, 건강, 인적 데이터를 주도해서 관리하고 있

다. 셋째,  다다른른  복복지지국국가가에에서서는는  복복지지  제제도도와와  성성숙숙화화  과과정정에에서서  디디지지털털  기기술술을을  급급여여의의  부부정정  및및  오오류류  수수

급급  포포착착에에  활활용용하하는는  경경향향이 있다. 서구가 보편적 복지국가의 성숙기를 지난 이후에 나타나는 문제에 

대응하는 과정에 있다면, 한국은 보편적 복지국가와는 거리가 멀다. 한국에서는 디지털 기술에 대해

서도 초점이 사각지대 해소 혹은 위기가구 포착에 있다. 사회보장 영역에서 인공지능의 활용과 규제

를 모색할 때, 이러한 한국적 특수성도 함께 고려될 필요가 있다. 
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〔그림 2〕 인공지능 윤리 관련 의제와 원칙

 출처: “인공지능 윤리 핵심 가치 분석,” 김형주. 2024.7.23. p. 5. 사회보장행정에서 인공지능 적용 동향과 함의 세미나. 

44..  정정책책  방방향향

 

지금까지 우리는 인공지능 기술의 적용 현황 및 사회보장 영역에서 불러올 수 있는 순기능과 위험

성을 두루 확인하고, 유럽연합의 인공지능법을 중심으로 규제 동향을 살펴봤다. 앞으로 정책 방향은 

자연스럽게 도출된다. 위위험험성성을을  최최소소한한으으로로  관관리리하하면면서서  동동시시에에  순순기기능능을을  최최대대화화하하는는  방방향향이다. 리

스크 가능성을 규제하고, 편편의의를를  증증진진하하는는  방방향향으으로로의의  지지원원  사사이이에에서서의의  적적절절한한  정정책책적적  배배합합이이  중중요요

하다는 의미다. 여기에서 신기술에 대한 규제와 지원을 길항 혹은 모순 관계로 볼 필요는 없다. 오히

려, 지지원원의의  전전제제는는  규규제제이이고고,,  규규제제의의  이이유유는는  지지원원이다. 규제와 지원 사이의 동적인 관계에 대해서 김

병권(2024.12.26.)의 다소 긴 언급을 들어보자. 

(정부의 인공지능 지원 편향적 정책에 대해) “우리는 얼른 인공지능을 경쟁력 있게 개발해야 하니 

당연한 거 아니냐는 분들도 많다. 그러나, 누차 말하지만, 식품과 의약품은 정확한 안전성 규제를 해야 

소비자들이 맘놓고 구입하여 먹을 수 있고, 이럴 때 진짜 식품산업과 제약업이 발전한다. 지금처럼 우

리가 항공기를 엄청 자유롭게 타는 것은 엄청나게 까다로운 항공기 운항규제가 생겼기 때문이다 그 이

전에는 워낙 사고가 많아 비행기는 모험가들만의 이용에 국한되었다. 지금 지구상에 15억대가 넘는 

자동차가 굴러다니는 것은 오직 엄격한 '교통법규'와 '자동차 안전성 규제' 때문이다. 인공지능도 잘 

사용하면 좋지만, 위험성도 함께 있기에 '제대로 안전성을 엄격히 규제'해야 번성할 수 있다.”

유럽연합과 미국 행정명령 14110도 인공지능에 대한 규제와 지원 사이에서 일정한 균형을 갖췄

다. 앞선 발표에서는 규제에 초점을 맞춰서 논의했지만, 지원을 강조한 다음의 대목들도 있다. 유럽

연합 인공지능법은 “이 규정은 공공행정이 준수되고 안전한 AI 시스템의 광범위한 사용을 통해 이
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익을 얻을 수 있도록 혁신적인 접근 방식의 개발과 사용을 저해해서는 안 된다.”(Artificial 

Intelligence Act, (58))라고 명기하고 있다. 미국 행정명령에서도 7조 2항 (b)호에서, 보건복지부

는 급여 및 서비스를 시행할 때 자동화 또는 알고리즘 시스템의 사용을 촉진하는 계획(plan)을 행정

명령 시점 기준으로 180일 이내에 발표해야 한다“라고 규정했다.  

안타깝게도 한국에서는 사회보장 영역에서 인공지능 적용에 관한 공적인 비전 혹은 계획이 제시된 

바 없다. 물론, 22002244년년  1122월월  2266일일  한한국국에에서서  인인공공지지능능  기기본본법법이이  국국회회  본본회회의의를를  통통과과한 상황을 고려할 

필요는 있다. 그러나, 한한국국의의  인인공공지지능능기기본본법법에에서서  사사회회보보장장  영영역역에에서서의의  인인공공지지능능  기기술술  적적용용을을  촉촉진진하하

거거나나  규규제제하하는는  내내용용이이  반반영영되되지지는는  않않은은  것것으으로로 보인다(고환경, 채성희, 손경민, 이일신, 2024)4). 유럽

연합의 인공지능법과 미국의 행정명령에서 사회보장 영역을 비중있게 다룬 점과 대조된다. 한국의 사

회보장 영역에서도 인공지능 기술 적용이 폭넓게 활용되고 있다. 한한국국의의  인인공공지지능능기기본본법법이이  사사회회보보장장  

영영역역을을  간간과과한한  점점은은  의의아아한한  대대목목이다. 법은 처음부터 이렇게 중요한 결함을 가지고 있다. 앞으로라도 

인공지능 기본법에서 사회보장 영역을 포괄하는 개정을 시도하거나, 사회보장 영역에서의 인공지능 

적용 및 규제에 대한 별도의 입법을 시도하는 방안을 검토할 수 있을 것이다. 정정부부의의  행행정정  영영역역에에서서  사사

회회보보장장  분분야야가가  차차지지하하는는  비비중중을을  고고려려하하면면  더더욱욱  그그러러하하다다..  미미국국의의  경경우우,,  미미국국  연연방방정정부부에에서서  인인공공지지능능을을  

활활용용하하는는  사사례례  가가운운데데  33분분의의  11  이이상상이이  보보건건복복지지부부  업업무무  영영역역에에  속속한한다다(Burt, 2024.10.17.). 미국의 

행정명령에서 지속적으로 ‘보건복지부’가 호명되는 이유다. 한국의 정부 지출 가운데 보건·복지·고용 

영역 비율이 가장 높은 점은 주지의 사실이다. 2024년 기준으로 보면 전체 정부 예산 656.6조원 가운

데 보건·복지·고용 분야가 237.6조원으로, 총지출의 36.1%를 차지하며, 비율은 앞으로도 증가할 것

으로 예상된다(기획재정부, 2024). 이와 같은 점을 염두에 두고 앞으로 빅데이터와 인공지능의 사회

보장 영역에서의 적용을 촉진하고 부작용을 선제적으로 예방하기 위한 정책 제언을 제시하도록 하겠

다. 

첫첫째째,,  사사회회보보장장  정정보보에에  활활용용되되는는  데데이이터터  품품질질을을  개개선선하하기기  위위한한  정정책책적적인인  노노력력이이  필필요요하하다다. 인공지

능의 적 과정에서 쓰레기 데이터가 쓰레기 출력값을 산출하는(garbage in, garbage out) 문제가 

제시된다(James, 2024). 데이터와 데이터에 근거한 인공지능의 결괏값에 대한 신뢰도를 높이기 위

해서는 양질의 데이터 확보 및 집적, 관리가 필요하다. “사회보장제도에 대한 공정한 평가와 이를 기

반으로 한 사회보장제도의 설계를 위해서는 정확한 사회보장제도 관련 정보가 필요하다. 따라서 정

보 포괄성을 바탕으로 하는 정확한 데이터 품질 관리가 요구된다” (이상원, 2023, p. 3). 공적 데이

터를 관리하는 기관들에 대한 인적, 행정적 인프라 개선 및 확충이 필요함을 의미한다.  

둘둘째째,,  사사회회보보장장  영영역역에에서서  데데이이터터  통통합합,,  연연계계,,  관관리리를를  위위한한  노노력력이이  필필요요하하다다.. 사회보장 영역에서는 

2022년부터 사회보장기본법 42조1)에 근거해서, 사회보장 정책의 심의·조정과 관련 연구를 위해서 

행정데이터가 수집되고 있다. 한국에서는 모든 개인에게 부여되는 주민등록번호로 기관들의 데이터

를 연계할 수 있는 강력한 여건을 구축하고 있다. 그렇지만, 데이터 연계 과정에서 주민등록번호를 

4) 2024년 12월 30일 현재 국회 본회의를 통과한 ‘인공지능 발전과 신뢰 기반 조성을 위한 기본법’ 전문은 공개되지 않고 있다. 고
환경 외(2024)가 소개한 인공지능법 요약 내용을 통해서 법의 내용을 미루어 짐작하는 수밖에 없다. 



session 9 363

결합키 생성에 사용하지 못하도록 하는 법적인 규제가 발목을 잡고 있다. 더욱이 대부분의 정부 부처

와 공공기관들도 데이터 공개에 소극적이다. 북유럽, 미국, 영국, 캐나다 등에서 행정자료 구축과 공

개, 연계에 적극적인 점(유종성, 2022)을 참고할 필요가 있다. 한국에서도 노대명(2023)이 사회보장

정보원을 중심으로 행정 데이터 연계와 활용 방안에 대한 구상을 제시한 바 있다(<그림 2> 참고).

셋셋째째,,  다다양양한한  기기관관들들이이  집집적적한한  정정보보들들의의  표표준준화화  및및  단단순순화화가가  필필요요하하다다(노대명, 2024). 이는 앞선 

데이터 질 개선 및 연계와 직결되는 문제다. 노대명(2024)은 사회보장 정보시스템의 많은 데이터가 

제대로 활용되고 있지 않다며, 사회보장정보원의 데이터 테이블은 11,280개에 달하지만 정작 자주 

활용되는 정보는 500칼럼에 불과하다고 지적한다. 다른 부처와 기관이 생산하는 데이터들 역시 통

합은커녕 연계가 힘든 상황이다. 현재로서는 구슬은 서말이지만, 이들을 꿰지는 못하고 있다. 

출처:  노대명 (2023) 한국사회보장정보원 행정데이터 자산화 프로젝트. 사회보장정보원 유튜브 화면 중 캡쳐 
https://www.youtube.com/watch?v=zl7XhnJBDSM

〔그림 3〕 사회보장데이터의 정제와 활용 

넷넷째째,,  데데이이터터  구구축축,,  연연계계,,  활활용용  과과정정에에서서  데데이이터터  보보안안  및및  안안전전에에  대대한한  엄엄격격한한  기기준준  설설정정이이  반반드드시시  

필필요요하하다다.. 유종성(2023)은 행정 데이터 활용에서의 향후 과제를 제안하면서 다음과 같이 언급했다. 

“전수를 포괄하는 빅데이터인 경우가 많아 개인 정보 보호에 보다 세심한 주의가 필요하다. 개인정

보 보호에 대한 안전장치를 이중 삼중으로 설치할 필요가 있다. 과거 스웨덴 등 북유럽 국가들에서

도 데이터 활용과 개인정보 보호를 둘러싼 논쟁이 있었다. 개인정보 보호를 철저히 하면서 데이터를 
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연계하고 가명 처리된 데이터를 연구자들이 안전하게 사용할 수 있는 방법들이 발전되어 왔다” (p. 

15). 개인의 소득, 재산, 건강, 가족 등의 개인 정보가 결합될 수록 데이터 유출에 따른 충격은 커질 

수밖에 없다. 이 문제는 데이터 보안을 위한 데이터 가버넌스의 문제와도 직결된다. 

다다섯섯째째,,  데데이이터터  관관리리를를  넘넘어어서서  이이를를  활활용용하하는는  알알고고리리즘즘  및및  인인공공지지능능  시시스스템템의의  편편향향성성을을  최최소소화화하하

면면서서,,  정정확확성성을을  개개선선하하기기  위위한한  노노력력이이  반반드드시시  필필요요하다.. 이 대목에서는 호주의 로보데트 스캔들

(Robodebt Scandal)을 복기할 필요가 있다. 호주는 2016년부터 개개인의 복지수당 초과지급분의 

계산 및 초과분 환수 통보를 자동화한 로보데트 시스템(Robodebt Scheme)을 도입했다(홍승헌, 황

하, 2024). 이 과정에서 데이터 매칭 알고리즘이 핵심적 역할을 담당했지만, 47만건에서 오류가 발

생한 것으로 추정됐다. 액수로는 총액 10억 호주 달러였다. 데이터에 기반한 알고리즘에 과신·과의

존함으로써 수많은 사회적 약자들에게 해악을 끼친 대표적 사례다. 2020년 시스템은 공식적으로 폐

지됐다(홍승헌, 황하, 2024). 정확성이 담지되지 않은 인공지능 기반 사회보장 행정이 초래할 수 있

는 끔찍한 결과다. 특히, 인공지능을 활용한 행정에서 가장 흔하게 지목되는 리스크가 편견과 불평등

의 심화(O'neil, 2017; Eubanks, 2018)라는 점을 상기할 필요가 있다. 인공지능 기반 행정에 대한 

신뢰는 과학성, 중립성에 대한 입증을 통해서 조금씩 누적될 수 있을 것이다. 그리고, 그 신뢰가 무

너지는 것도 한 순간이다.  

여여섯섯째째,,  한한국국의의  정정부부  부부처처에에서서,,  특특히히  사사회회보보장장  영영역역에에  한한정정하하자자면면,,  보보건건복복지지부부에에서서  인인공공지지능능  관관련련  

조조직직과과  인인력력을을  신신설설  및및  배배치치하하는는  안안을을  검검토토할할  필필요요가 있다. 유럽연합의 인공지능법에 따르면, 고위

험성 인공지능 시스템 제공자는 17개의 의무를 지게 된다(윤혜선, 2024)5). 물론, 유럽연합의 다소 

엄격한 기준이 그대로 한국에 적용될 것으로 확언하기는 어렵다. 미국에서조차도 지난 행정부에서 

미국 보건복지부가 행정명령에 따른 다양한 이행 조치를 행정명령이 강제했다. 이를테면, ‘Office 

of the Chief Artificial Officer (OCAIO)’를 임명하고, ‘HHS Artificial Intelligence (AI) Strategy’

를 공표해야 했다. 한국에 보건복지부는 시스템 제공자 혹은 제공자의 관리감독 기관으로 해당 조치

들을 적극적으로 검토할 필요가 있다. 지금까지 보건복지부에서는 보건 분야에서 일부를 제외하고

는 사회보장 영역에서 인공지능과 관련한 규제 조치를 내놓은 바는 없다.  

일일곱곱째째,,  국국제제적적인인  인인공공지지능능  발발전전과과  규규제제  동동향향에에  대대한한  모모니니터터링링이이  필필요요하다. 유럽연합의 인공지능

법은 법 집행 과정을 거치면서 규제의 내용이 구체화할 가능성이 높다. 미국의 경우, 트럼프 행정부 

집권 이후 바이든 정부의 행정명령이 폐지되면서 또 다른 격변을 거칠 것으로 예상된다. 여기에는 

앞으로 인공지능 발전의 속도, 발전이 사회에 미치는 파장, 인공지능 패권을 둘러싼 미·중·유럽권의 

경쟁, 국제기구의 개입 등이 복잡하고 역동적으로 작용할 것으로 예상된다. 무엇보다 중요한 변수는 

정치인과 정책 전문가들마저도 인공지능이 정확히 무엇인지, 그래서 인공지능이 미칠 파장이 어떠

5) ① 고위험성 AI시스템 준수사항 준수 여부 확인, ② 고위험성 AI시스템에 연락처 표시, ③ 품질 관리 시스템 준수, ④ 기술문서, 
품질관리시스템 문서 등 필수 자료 보관, ⑤ 통제 하에 있는 경우 자동으로 생성된 로그 보관, ⑥ 시장 출시/서비스에 투입되기 전 적합
성평가 절차 준수, ⑦ EU 적합성 선언 작성, ⑧ CE 마크 부착, ⑨ 등록 의무 준수, ⑩ 필요한 시정조치(규정 위반시 적절한 조치) 및 정
보 제공, ⑪ 국가 관할 기관의 합리적인 요청이 있을 때, 고위험성 AI시스템이 모든 준수사항에 부합함을 입증, ⑫ 제품 및 서비스에 대
한 접근성 의무 보장, ⑬ 관할당국과의 협력, ⑭ 중요한 변경시 적합성 평가 실시, ⑮ 출시 후 모니터링 체계 설계·구축·운영, ⑯ 중대 
사고 관련 정보 공유 및 신고 의무, ⑰ AI 리터러시 보장 (윤헤선, 2024)
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할지에 대해 잘 모르고 있다는 점이다. 놀라운 일은 아니다. 심지어 기술 전문가들 사이에서도 인공

지능의 영향에 대해서 doomer와 boomer로 엇갈리고 있는 점을 상기할 필요가 있다. 물론, 미지

(未知)보다 해소되기 어려운 문제는 상충하는 이해관계라는 점도 확인해둔다. 한국의 사회보장 영역

에서 인공지능의 적용을 지원하고 규제하고자 한다면, 이러한 내·외 환경에 대한 동적인 모니터링

이 필요할 수밖에 없다. 

여여덟덟째째,,  지지금금까까지지  제제시시한한  데데이이터터  관관리리,,  연연계계,,  표표준준화화  및및  알알고고리리즘즘  질질  관관리리  등등을을  총총괄괄하하는는  가가버버넌넌스스  

체체계계  구구축축이 필요하다. 한국에서 행정 데이터 활용에 대한 논의는 데이터 활용도를 높이는 방향을 중

심으로 논의되는 경향이 있다. 그러나, 앞서 호주의 Robodebt 사례에서 살펴본 바와 같이, 데이터

를 활용한 복지행정에서의 오류 혹은 사고는 한번만 발생해도 전체 시스템을 폐쇄할 정도로 충격이 

큰 점을 고려할 필요가 있다. 관련해서, 2024년 국회 본 회의를 통과한 인공지능 기본법에서는 규제

의 주체로 과학기술정보통신부를 호명하고, 독립적인 규제 및 감독기구가 구체적으로 제시되지는 않

은 것으로 보인다. 지금까지 공개된 초안에서는 인공지능사업자나 대통령령으로 정하는 인공지능기

술 관련 기관이 ‘민간자율인공지능윤리위원회’를 ‘둘 수 있다’는 느슨한 규제를 제시하고 있다. 한국

의 인공지능 기본법이 진흥과 규제 사이에서 진흥 쪽으로 과하게 경도됐다고 보는 것이 적절할 것이

다. 김병권(2024.12.26.)이 지적한 대로, 새로운 법은 규제법은 아니고 그냥 ‘진흥법’이다. 

앞서 언급한 대로, 제대로 된 규제 없이 인공지능은 발전할 수 없다. 사회보장 영역은 사람을 대상

으로, 특히 빈곤, 아동, 노인 등 취약계층을 대상으로 한다. 그리고 이들의 사적인 소득, 건강, 재산 

자료에 근거해서 정책을 편다. 유럽연합에서 금지하는 ‘social scoring’에 근접하다. 그래서, 인공지

능 정책에서 시장 친화적인 정책을 펴는 미국에서도 지난 정권에서 보건복지부에 대해서는 보다 상세

한 지침을 제시했다.

종합하면, 한국 공공영역에서 디지털 기술, 인공지능 기술 도입에는 빠른 반면, 관련 도덕적, 법적 

쟁점에 대한 사회적 논의 및 규제 형성 과정은 매우 더디다. 사회보장 영역에서 국내의 인공지능 기

반 기술 도입 속도는 다른 복지국가들에 견줘 전혀 늦지 않다. 이러한 점을 고려한 디지털 가버넌스 

구축이 필요하다. 관련해서 유도진(2024.12.27.)은 인공지능의 민주적 활용을 위해 세가지 제도적 

기구의 설치를 제안했다. 첫째, 인공지능 활용 정책과 데이터 사용의 적법성, 투명성을 감사하는 독

립기구다. 여기에는 인권, 기술, 법률 등 다양한 전문가가 참여한다. 둘째, 정부 인공지능 활용에 대

한 시민의 감시와 통제를 위한 옴부즈맨 프로그램이다. 신고 절차를 간소화해서 시민 참여를 확대하

는 식의 접근이 제안됐다. 셋째, 인공지능 시스템의 알고리즘 공정성, 데이터 처리 투명성, 윤리적 

설계를 평가하고 인증하는 독립인증기구다. 여기에서는 기술적·윤리적 위험 요소를 정기적으로 점

검하고, 문제 발생 시 시정 조치를 요구할 수 있는 권한도 가지게 된다. 

사회보장 행정에서의 인공지능 기술 적용에 대한 가버넌스는 인간중심적 활용의 원칙 아래 ①①  민민

주주적적  통통제제,,  ②②  시시민민  참참여여,,  ③③  프프라라이이버버시시를를  보보장장하고, 동시에 시민의 적극적 사회권 보호라는 원칙 

아래 ①①  사사각각지지대대  해해소소,,  ②②  행행정정  효효율율화화  제제고고,,  ③③  급급여여  지지급급의의  정정확확성성,,  적적시시성성  보보장장의의  편편의의를를  제제공공하

는 정책 방향을 확인할 필요가 있다.
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55..  ((부부록록))  인인공공지지능능  기기술술의의  사사회회보보장장  분분야야  적적용용에에  대대한한  규규제제::  유유럽럽연연합합  인인공공지지능능법법  

전 세계 국가 및 지역 정부 및 국제기구에서 인공지능에 대한 규제를 내놓고 있다. 인공지능이 초

래할 수 있는 사회적 위험이 거대할 수 있고, 동시에 비가시적, 불확정적이기 때문이다. 대표적인 예

가 World Economic Forum(2023)의 Presidio Recommendations on Responsible 

Generative AI, European Union(2024)의 AI Act, OECD(2023)의 AI Principles, 

UNESCO(2021)의 Recommendation on the Ethics of AI, 미국 백악관의 Blue Prints for an 

AI Bill of Rights(White House, 2022), 미국 캘리포니아주에서 시도했던 AI 규제법안(SB 1047) 

등이다. 여기에서는 유럽연합의 AI Act를 살펴보겠다. 다른 형태들은 대부분 법적 구속력이 없는 권

고나 가이드라인의 형태를 띠기 때문이다. 

   55--11..    EEUU  인인공공지지능능법법((AAII  AAcctt))의의  개개요요

유럽연합의 인공지능법(Artificial Intelligence Act)은 세계 최초로 AI에 관한 포괄적인 법적 프레임워

크다(European Commission, 2024). 인공지능법은 유럽연합에서 자주 사용되는 간접적인 방식인 지침

(directive)이 아닌, 법(act)으로 제정됐다. 따라서 모든 회원국에 직접적이고 즉각적인 규제(regulations)

로 적용되고, 국가별로 별도의 법률 제정 없이 효력을 발휘한다. 유럽연합 인공지능법의 목표는 유럽을 비

롯한 세계 어느 지역에서도 신뢰할 수 있는 AI가 개발될 수 있도록 모든 AI 시스템이 인간의 기본권, 안전, 

윤리 원칙 등을 존중하게 하고, AI 모델의 위험성을 관리하는 데 있다(European Commission, 2024). 

따라서, 이 법은 구체적인 상황별로 AI의 개발자와 배포자가 지켜야 할 명확한 요건과 의무를 명시하고 있

다. 물론, 법이 AI 개발을 지원하려는 의도도 담고 있다. 따라서 AI 관련 혁신 정책 패키지 및 AI 관련 협력 

계획을 명시하고 있고, AI 개발 및 활용과 관련하여 기업, 특히 중소기업의 행정적 부담과 비용을 줄이는 

방안도 포함한다(European Commission, 2024). 인공지능법은 모두 13개 장의 113개 규정과 13개의 

부속서로 구성되어 있다. 각 장의 제목과 내용은 <표 2>과 같다.

인공지능법의 가장 큰 특징은 위험성 차원에서 AI 시스템을 분류한 다음, 그에 따라 규제의 내용

을 차등화한다는 점이다. 인공지능 시스템이 내포하는 위험성의 강도와 범위에 비례하여 규제 유형

과 정도가 규정되는 것이다.

인공지능법에서 핵심 개념인 위험성은, 인공지능이 개념 정의에 바로 뒤이어 다음과 같이 정의된

다. “위험의 발생 가능성과 그로 인한 피해의 심각성의 결합”(Artificial Intelligence Act, Article 

3, (2)). 유럽연합은 인공지능 모델의 성격과 용도 등을 고려해서 위험성의 경중을 진단하고, 그에 따

른 규제의 수준도 연동한다. 

이 법에서 AI 시스템의 위험성 수준을 네 가지로 구분한다(<그림 3> 참고). 네 가지 위험성 수준은 

‘수용할 수 없는 위험성(unacceptable risk)6)’, ‘고위험성(high risk)’, ‘제한된 위험성(limited 

6) 유럽연합의 인공지능법 본문에서는 ‘수용할 수 없는(unacceptable)’에 더해 ‘금지된(prohibited)’이라는 표현도 자주 등장
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risk)’, ‘최소한의 위험성(minimal risk)’이다. 가장 높은 수준의 ‘수용할 수 없는 위험성’을 가진 인공

지능은 활용 자체가 금지된다. 다음으로 ‘고위험성’을 가진 인공지능 활용에는 엄격한 준수사항이 요구

된다. 세 번째인 ‘제한된 위험성’을 내포하고 있는 AI의 활용은 투명성 의무가 부과되고, 최소한의 위험

성이 있는 경우에는 자율적 규제가 따라붙는다. 위의 네 가지 위험성을 순서대로 하나씩 살펴보겠다. 

한다. 또한 ‘제한된 위험성’은 투명성(transparency) 위험으로도 사용된다. 

장 내용

제1장 총총칙칙::  법 적용 대상 및 범위, 용어 정의, AI 리터러시
제2장 AAII  활활용용  관관련련  금금지지행행위위:: AI 시스템의 활용이 금지되는 경우와 예외

제3장

고고위위험험  AAII  시시스스템템::
제1절: AI 시스템의 고위험 분류 기준
제2절: 고위험 AI 시스템의 준수사항
제3절: 고위험 AI 시스템 제공자·배포자·기타 이해관계자의 준수사항
제4절: 승인기관(통보기관), 인증기관
제5절: 표준·적합성 평가·인증서·등록 기준

제4장
특특정정  AAII  시시스스템템의의  제제공공자자  및및  배배포포자자에에  대대한한  투투명명성성  의의무무::
사람과 직접 상호작용할 목적으로 사용되는 AI 시스템의 제공자 및 배포자의 투명성 의무

제5장

범범용용  AAII  모모델델::
제1절: 범용 AI 모델의 분류 규칙
제2절: 범용 AI 모델 제공자의 준수사항
제3절: 시스템적 위험이 있는 범용 AI 모델 제공자의 준수사항

제6장
혁혁신신  지지원원  방방안안:: 규제 샌드박스 및 실제 조건에서의 고위험 AI 시스템 시험이 가능한 예외와 스타트업 
등 중소기업에 대한 산업 진흥 제도

제7장
거거버버넌넌스스:
제1절: 유럽연합 수준의 거버넌스 – AI사무국, 유럽AI위원회, 자문포럼, 독립전문가 과학패널
제2절: 국가 관할기관 – 각 회원국의 관할 기관 지정

제8장
고고위위험험  AAII  시시스스템템을을  위위한한  EEUU  데데이이터터베베이이스스:: 유럽연합 집행위원회가 관리하는 고위험 AI 시스템에 대한 
EU 데이터베이스

제9장

사사후후  모모니니터터링링,,  정정보보공공유유,,  시시장장감감독독::
제1절: 사후 모니터링
제2절: 중대한 사고에 대한 정보 공유
제3절: 시장감독기관 및 집행위원회의 규범 집행을 위한 수단
제4절: 구제수단
제5절: 범용 AI 모델 제공자에 대한 감독, 조사, 집행 및 모니터링

제10장 행행동동규규범범  및및  지지침침::  고위험 AI 시스템을 제외한 시스템에 적용할 수 있는 행동규범 및 지침 마련
제11장 권권한한의의  위위임임과과  위위원원회회  절절차차::집행위원회 권한 위임의 근거, 집행위원회 보조 위원회 근거 규정
제12장 처처벌벌::  AI 시스템에 대한 규범 위반, 범용 AI 모델에 대한 규범 위반에 대한 처벌 규정
제13장 종종칙칙

주: 라기원 (2024)이 정리한 내용을 일부 수정·인용함.

〈표 2〉 EU 인공지능법의 구성 
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〔그림 4〕 유럽연합 인공지능법에서 규정하는 위험의 위계

출처: 자료: Ethical Intelligence(2021). Akhmedjonov, A. (2023). 재인용.

첫째, 가장 높은 수준의 ‘수용할 수 없는 위험성(unacceptable risk)’의 경우를 살펴보자. 수용할 

수 없는 위험성은 AI 시스템이 사람들의 안전, 건강, 기본권에 명백한 위협이 되는 경우에 해당한다. 

인공지능법 제5조는 수용할 수 없는 위험성이 있다고 간주하는 사례를 제 5조 1항에서 (a)~(h)에 걸

쳐 여덟 가지를 제시했다. 여덟 가지를 짧게 요약하면 다음과 같다(Artificial Intelligence Act 

Article 5 (1)). 첫째, 사람의 의식을 넘어서는 잠재적인 기술을 활용하거나 의도적으로 조작적이거

나 기만적인 기술을 사용해서, 개인 또는 집단의 행동을 실질적으로 왜곡해서 중대한 피해를 초래하

거나 그럴 가능성이 있는 경우, 둘째, 연령, 장애 또는 사회경제적 환경에 기인한 취약점을 악용하여 

행동을 왜곡함으로써 심각한 피해를 유발하거나 그럴 가능성이 있는 경우, 셋째 자연인 또는 집단의 

사회적 행동이나 알려진, 추론된, 또는 예측된 개인적 또는 성격적 특성을 기반으로 일정 기간 평가

하거나 분류하기 위해 사회적 평점(social scoring)를 사용한 경우다. 넷째, 프로파일링 또는 성격 

특성만을 기반으로 하여 개인의 범죄 행위를 예측하는 경우, 다섯째, 인터넷이나 CCTV 영상에서 

무차별적으로 얼굴 이미지를 스크랩하여 얼굴 인식 데이터베이스를 구축하는 경우, 여섯째, 의료 또

는 안전을 제외한 목적으로 직장이나 교육 기관에서 개인의 감정을 추론한 경우, 일곱째 인종, 정치

적 견해, 노동조합 가입 여부, 종교적 혹은 철학적 신념, 성생활, 성적 지향 등과 같이 민감한 개인 

특성을 유추하기 위한 생체 인식 분류 시스템(biometric categorisation systems)인 경우, 마지막

으로 법 집행 목적으로 공공장소에서 실시간 원격 생체 인식 정보(‘real-time’ remote biometric 

identification) 수집한 경우다. 여덟 가지 가운데 일부는 사회보장 영역과 가장 밀접한 내용은 세 

번째인 사회적 평점 부분이다. 관련 내용은 아래에서 살펴보겠다. 

수용할 수 없는 위험성 관련한 금지 행위를 위반한 경우에는 최대 3,500만 유로(약 500원)와 전

년 회계연도 기준 전 세계 연매출액의 최대 7% 가운데 더 높은 금액이 과징금으로 부과된다(윤혜선, 

2024). 단, 중소기업이 위반했을 때는 위 두 기준 가운데 더 낮은 금액이 과징금으로 부과된다. 유럽
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연합 소속 기관, 대리인, 조직의 경우에는 최대 150만 유로(약 20억 원)가 부과된다.

두 번째로 고위험성(high risk)을 살펴보겠다. 인공지능법 제6조 제3항에 따르면 고위험성을 가

진 인공지능 시스템은 자연인의 건강, 안전 또는 기본권에 위해를 가할 중대한 위험을 내포하는 시

스템이다. 인공지능법 “부속서 III”에서 제시된 여덟 개 영역의 고위험성을 요약하면 다음과 같다7). 

① 생체인식 및 분류, 감정인식 시스템8), ② 주요 사회기반시설, ③ 교육, 직업훈련 영역, ④ 고용, 

근로자 관리 및 자영업자에 대한 접근, ⑤ 필수 민간 및 공공 서비스, ⑥ 인간의 기본권과 관련된 법 

집행, ⑦ 이주, 망명 및 국경 통제 관리, ⑧ 사업절차 및 민주적 절차 등이다. 여덟 가지 가운데 ⑤ 필

수 민간 및 공공 서비스 분야(essential private and public services)는 사회보장 영역과 직접적

으로 연관된다. 해당 내용도 아래 4절에서 살펴보겠다. 

고위험 인공지능 시스템은 시장에 출시되기 전에 준수사항으로는 다음의 일곱 가지가 제시된다

(European Commission, 2024; 윤혜선, 2024). ① 적절한 위험 평가 및 완화 시스템 구축, ② 리

스크 및 차별적 결과를 최소화하기 위한 고품질 데이터 구축 및 관리, ③ 결과의 추적 가능성을 보장

하기 위한 활동 기록(logging), ④ 시스템과 그 목적에 대한 모든 정보를 제공하는 상세한 문서화. 

(규제 준수 여부 확인 목적), ⑤ 사용자에게 명확하고 적절한 정보 제공, ⑥ 위험을 최소화하기 위한 

적절한 인간의 감독 조치, ⑦ 높은 수준의 견고성, 보안 및 정확성이다. 유럽연합에서는 인공지능 시

스템을 둘러싼 이해관계자를 제공자, 배포자, 공인 대리인, 수입업자 등으로 분류하고, 각자에 대한 

의무를 구체적으로 명기하고 있다. 이를테면, 제공자(provider)에게는 유럽연합 적합성 선언 작성, 

CE 마크 작성 등의 17개 의무가 부과된다. 사회보장 영역에서 작동하는 다수의 인공지능 시스템은 

이러한 규제에 놓이게 될 가능성이 높다. 사회보장 영역에서 공공기관은 제공자의 위상을 가질 가능

성이 높다. 

유럽연합의 인공지능법에서 규정한 이해관계자들은 법의 적용 범위와 관련해서 중요한 의미가 있

다. 인공지능법 2조는 법의 적용범위를 규정하면서, 일곱 가지 유형의 이해당사자 가운데 하나로 “유

럽연합에서 AI 시스템 출시·서비스화 & 범용 AI 모델 출시하는 제공자”라고 규정했다. 그러면서 동

시에 ‘장소불문’(“irrespective of whether those providers are established or located within 

the Union or in a third country)”(Artificial Intelligence Act Article 2 (1))이라는 조건을 달았

다. 즉, 유럽에서 서비스를 제공하는 경우라면, 인공지능 시스템을 출시하거나 적용하는 업체는 국적

을 불문하고 규제의 대상이 된다9). 국제적으로 인공지능 산업을 대부분 선도하는 미국의 업체들도 

7) 유럽연합의 인공지능법에서는 고위험성 인공지능을 부록 I과  보록 III에서 각각 다르게 제시하고 있다. 부록 I에서 제시하
는 내용은 사회보장 영역과 무관해서 별도로 설명하지는 않는다. 

8) 생체인식 및 감정인식 시스템은 앞서 ‘수용할 수 없는 위험’으로 원칙적으로 금지되지만, 유럽연합 혹은 개별 회원국의 법
에 따라 예외적으로 허용되는 경우는 ‘고위험군’으로 분류된다 (유럽연합 인공지능법 부록 III 1호). 공공장소에서 실시간 
생체인식이 예외적으로 인정되는 경우로는 실종된 아동을 수색해야 하는 경우, 구체적이고 임박한 테러 위협을 방지해야 
하는 경우, 중대한 범죄 행위의 가해자 또는 용의자를 탐지, 위치 파악, 식별 또는 기소해야 할 경우 등이다. 유럽 일부 국
가에서는 인공지능 사용에 따른 프라이버시 침해 등의 논란을 우회하는 하나의 방식으로 이와 같은 인공지능 사용 목적에 
보안(security)이나 안전(safety)을 중심에 두고 접근하는 경향이 일고 있다(van Bekkum, Borgesius, 2021). 

9) 물론 예외도 다음과 같이 있다. ① 군사, 국방, 국가 안보 목적의 AI시스템, ② 유럽연합 또는 그 회원국과 사법 공조 협약
을 체결한 제3국의 공공기관이 그 협약의 체계 안에서 사용하는 AI 시스템, ③ 과학적 연구 및 개발 목적으로만 특별히 개
발되고, 서비스가 제공되는 AI 시스템과 AI 모델, ④ 출시 및 서비스 개시 전 AI 시스템을 연구, 테스트, 개발하는 활동, 
⑤ 고위험성 AI 시스템이 아닌 무료 및 오픈소스 라이선스로 출시된 AI 시스템, ⑥ 사적 및 비전문적인 활동, ⑦ 일부 목
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유럽연합에 와서는 규제를 따라야 한다. 이는 한국에도 간접적으로 영향을 미칠 수밖에 없다.  

이러한 고위험성 인공지능시스템 준수사항을 위반하면, 최대 1,500만 유로(약 218억원) 혹은 전

년 회계연도 기준 전 세계 매출액의 최대 3% 중에 더 높은 금액이 부과된다(European 

Commission, 2024; 윤혜선, 2024). 중소기업이 고위험 관련 조항을 위반하면 두 기준 가운데 더 

낮은 금액이 부과된다. 유럽연합의 기관, 에이전시, 기구의 경우, 과징금은 최대 75만 유로(약 10억 

원) 로 한정된다. 

 5-2. 유럽연합 인공지능법이 사회보장에 미칠 영향 

유럽연합의 인공지능법에서 사회보장과 가장 연관된 가장 민감한 대목10)은 ‘수용할 수 없는 위험

성(unacceptable risk)’에서 세 번째로 제시된 사회적 평점(social scoring)이다. 사회적 평점은 

“개인의 데이터를 기반으로 개인을 평가하는 것을 의미하며, 여기에는 신용 행태, 교통 위반, 사회적 

참여 등이 포함된다. 이러한 평가는 특정 서비스나 특권에 대한 접근을 규제하기 위해 사용된

다”(Mosene, 2024). 유럽연합의 인공지능법을 본문 그대로 번역하면 다음과 같다(European 

Parliament, 2024, Chapter II, Article 5, 1. (c)).  

“자연인 또는 집단의 사회적 행동이나 알려진, 추론된, 또는 예측된 개인적 또는 성격적 특성을 

기반으로 일정 기간 동안 대상을 평가하거나 분류하기 위한 목적으로 인공지능(AI) 시스템을 시장에 

출시하거나, 서비스에 투입하거나 사용하는 행위로서, 이러한 사회적 평점이 다음 중 하나 이상의 

결과로 이어지는 경우:

(i) 데이터가 원래 생성되거나 수집된 맥락과 무관한 사회적 맥락에서 특정 자연인 또는 집단에 대

해 불리하거나 부정적인 대우를 초래하는 경우.

(ii) 특정 자연인 또는 집단의 사회적 행동 또는 그 행동의 심각성과 비교하여 부당하거나 과도하게 

불리하거나 부정적인 대우를 초래하는 경우”

유럽연합의 인공지능법은 사회적 평점을 논의하면서 사회보장 제도와 관련한 언급을 하지는 않았

다. 유럽의회 산하의 연구기관인 유럽의회연구소(European Parliamentary Research Service)

가 인공지능법을 설명하는 짤막한 해설서(Madiega, 2024)에도 사회보장제도에 대한 언급은 없다. 

그럼에도, 사회적 평점 부여가 사회보장과 일정한 연관을 가질 수밖에 없다. 개인 혹은 가구 단위의 

소득, 재산, 가구원 등의 정보에 근거해서 빈곤, 실업, 은퇴, 상병 여부를 판단하고, 그에 근거해서 

급여를 제공하는 사회보장제도는 급여 자격을 판정하는 과정에서 일종의 사회적 평점(social scor-

ing)을 개인 혹은 가구에게 부여할 수밖에 없다. 이를테면, 국내의 국민기초생활보장제도에서도 가

구의 소득, 재산, 부양의무자, 가구원 정보 등에 기반해서 수급자격 및 급여액을 결정한다. 그러한 

적을 위한 법집행기관(경찰, 이민 당국 등)의 AI 시스템 사용 등에는 인공지능법 적용이 제외되거나 특례가 인정된다(윤혜
선, 2024).

10) 한가지 확인한 점은 있다. 해당 주제에 대한 분석을 담은 학술논문이나 보고서는 아직 찾기는 어렵다. 현재로서는 법률 
내용, 관련 시민단체 성명, 국내 법률 전문가 자문 등을 중심으로 관련된 영향을 추정하는 수밖에 없었다. 
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자료의 내용이 개인의 소득, 연령, 가구, 건강 등 개인적 정보를 담고 있다는 점에서 사회적 평점은 

민감할 수밖에 없는 의제다. 

유럽연합의 인공지능법 제정 과정에서도 사회적 평점 관련한 우려가 제기됐다. 유럽의 인권 단체

인 Human Rights Watch(2023.10.9.)는 다른 시민단체들과 함께 유럽이사회와 유럽의회에 사회

적 평점 관련 규정을 강화하는 제안을 하면서 사회보장제도에서 나타날 문제를 다음과 같이 언급했

다. “프랑스, 네덜란드, 오스트리아, 폴란드, 아일랜드에서의 조사 결과, AI 기반의 사회적 평점 부

여 시스템이 사람들의 사회보장 지원 접근을 방해하고, 프라이버시를 침해하며, 빈곤에 대한 고정관

념과 차별적인 방식으로 데이터를 프로파일링하고 있다고 드러났다.(Human Rights Watch, 

2023.10.9.)” 이러한 문제들은 시민단체나 학계를 중심으로 꾸준히 제기됐다. 앞서 살펴보았듯이, 

네덜란드(van Bekkum, Borgesius, 2021)와 덴마크(Jørgensen, 2021)외에도 프랑스(La 

Quadrature Du Net, 2023) 등에서도 논란이 일었다. 이를테면, 정부에서 복지급여의 부정수급을 

탐지하거나 위험가구를 발굴하는 과정에서 개인 정보를 무리하게 활용하거나(Appelman et 

al.,2021), 알고리즘이 취약계층에게 편향적으로 작동했다(Van Bekkum, Borgesius, 2021)는 지

적이다. 

유럽연합도 사회적 평점과 관련한 비판 및 부작용을 염두에 둔 것으로 보인다. 법률에 붙은 (i)와 

(ii)의 내용은 인공지능의 사회적 평점이 ‘수용할 수 없는 위험’으로 간주되는 경우를 한정했다. 즉, 

특정 집단이나 개인에게 불리하거나 부정적이거나 부당한 대우를 초래할 때만 사회적 평점이 금지

된다. 바꾸어 말하면, 사회보장제도에서 인공지능의 작동이 ‘순기능’을 하는 경우에는 규제의 대상

으로 삼지 않겠다는 의미로 해석된다. 그렇지만, 논란이 종료되기는 어렵다. 사회보장 영역에서 인

공지능이 급여 대상자를 판단 혹은 추론하는 과정에서 데이터 편향성 등의 문제로 특정 집단에 대한 

급여를 변경/중지/중단한다면, 이는 불리/부정/부당할 수 있다(강지원, 2024). 실제로, 덴마크나 

네덜란드 등 다수의 국가에서 사회보장제도에 순기능 할 것으로 기획된 인공지능 알고리즘들이 결

과적으로 차별과 편향을 낳았다는 비판에 직면했다(Jørgensen, 2021, Bekker, 2021). 이 대목은 

앞으로 인공지능 기술이 사회보장 영역에서 적용되는 과정에서 끊임없이 논점으로 부각될 것으로 

예상된다.

다음으로 인공지능법에서 두 번째로 수위가 높은 ‘고위험(high risk)’ 인공지능 영역을 보겠다. 

여기에서는 다섯 번째 고위험 인공지능 영역으로 ‘필수 민간 및 공공 서비스 분야’가 제시됐다. 이 

영역은 사회보장 영역을 직접적으로 언급하고 있다. 고위험 인공지능을 영역별로 상술한 유럽연합 

인공지능법 부록(Annex) III에서 사회보장을 다음과 같이 언급했다(Artificial Intelligence Act 

Annex III, 5).

“필수 민간 서비스 및 필수 공공 서비스와 혜택에 대한 접근 및 이용11):

11) 급여 수급에 관한 내용을 담은 (a) 외에도 보건의료 영역에서 다음과 같은 언급도 있다. 사회보장 영역과 일정한 연관성이 있지만, 이
번 글에서는 해당 내용까지 다루지는 않는다.  “(c) 생명 및 건강 보험의 경우, 자연인에 대한 위험 평가 및 가격 책정을 위해 사용되는 
AI 시스템; (d) 자연인의 긴급 호출을 평가 및 분류하거나, 경찰, 소방관, 의료 지원을 포함한 긴급 대응 서비스의 출동 우선순위를 결
정하거나 출동하는 데 사용되는 AI 시스템, 그리고 응급 의료 환자 분류 시스템”



372 2025 International Conference 

(a) 공공기관 또는 공공기관을 대신하여 사용될 목적으로, 자연인의 필수적인 공공 복지 급여12) 

및 서비스(의료 서비스 포함)에 대한 자격을 평가하거나, 해당 혜택 및 서비스를 부여, 축소, 취소 또

는 회수하기 위해 사용되는 AI 시스템”

‘고위험’으로 분류한 ‘필수 민간 및 공공서비스’는 앞서 살펴본 사회적 평점(social scoring)과 밀

접하게 연관됨을 알 수 있다. 급여를 제공하는 사회보장 영역에서 자격 요건을 판정하기 위해서는 

사회적 평점 산정이 대부분 필요하기 때문이다. 유럽연합법은 관련 고위험에 대해서 다음과 같이 상

세하게 설명했다(Artificial Intelligence Act, (58)). 

“필수적인 공적 복지급여와 서비스를 신청하거나 받는 자연인은...  공공기관 앞에서 취약한 위치에 

있다. 이러한 급여와 서비스가 지급, 거부, 축소, 취소 또는 회수되어야 하는지 여부를 결정하기 위해 

인공지능 시스템이 사용된다면, 해당 시스템은 사람들의 생계에 상당한 영향을 미칠 수 있고, 사회보

호에 대한 권리, 차별 금지, 인간의 존엄성 또는 효과적인 법적 구제와 같은 기본권을 침해할 수 있으

므로 고위험으로 분류되어야 한다.” 

여기까지만 보면, 유럽연합의 입장은 사회보장제도에서의 인공지능 적용에서 엄격한 입장으로 

보인다. 앞서 살펴본, 다소 강한 규제 내용이 사회보장 영역에서 적용될 여지도 크다. 그렇지만, 법

의 다음 문장에서는 현행 사회보장제도에 인공지능 기술 적용의 가능성도 열어둔다. 

“이 규정은 공공행정이 준수되고 안전한 AI 시스템의 광범위한 사용을 통해 이익을 얻을 수 있도

록 혁신적인 접근 방식의 개발과 사용을 저해해서는 안 된다. 단, 해당 시스템이 법적 및 자연인에게 

고위험을 초래하지 않아야 한다.”(Artificial Intelligence Act, (58)). 

사회보장 행정을 집행하는 정부나 공공기관은 고위험 인공지능 시스템 과정에서 ‘제공자

(provider)’ 혹은 ‘배포자(deployer)’로 구분될 수 있다(강지원, 2024). 제공자와 배포자는 고위험

성 인공지능 활용에 있어서 각각 17가지와 13가지의 의무를 이행해야 한다. 이를테면, 데이터보호

영향평가, 기본권 영향 평가(fundamental rights impact assessment) 등이 예가 된다. 정부 및 

공공기관 입장에서는 부담이 크다. 

고위험 인공지능 관련 규정이 유럽 사회 및 사회보장에 미칠 영향에 대해서 유럽 사회는 다소 유

보적인 입장으로 보인다. 독일 사회보험 유럽대표부 (Deutsche Sozialversicherung 

Europavertretung, 2024)는 “인공지능법 도입 이후 사회적 영향을 면밀히 모니터링해야 한다”고 

논평했다. 이러한 반응은 아직 인공지능법의 내용이 전반적으로 모호하고, 구체적인 후속 조치도 아

직 이루어지지 않았기 때문으로 보인다. 물론 유럽 노동조합 측에서는 인공지능법이 관련 대기업에 

빠져나갈 구멍을 만들어주었다는 비판도 가하고 있다(Vranken, 2023; Del Castillo, 2023). 따라

서 인공지능법규제의 실질적인 강도는 향후 추가로 마련될 가이드라인, 기준, 표준, 판례 등의 내용

에 따라 결정될 것으로 보인다. 앞으로 인공지능법의 구체화를 위한 논의와 협상에서 기업, 노동자

단체, 인권 단체, 관료 집단 등 이해당사자 사이에 첨예한 대립과 갈등이 발생할 가능성이 크다. 그 

12) 인공지능법에서는 ‘public assistance benefit’라는 용어를 사용했고, 사회보장 영역에서는 이를 공공부조 급여로 번역되는 것이 
적정할 듯 하지만, 법의 맥락에서는 공공부조에 한정되지 않는 공적인 복지급여 전체를 지칭하는 것으로 보았다. 참고로, 유럽에서
는 공공부조에 대해서 social assistance라는 표현을 더 일반적으로 사용한다.
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결과에 따라 이 법이 사회보장에 미치는 의미와 영향력이 달라질 것으로 보인다.
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TTeecchhnnoo--AAffffeecctt  
aanndd  AAII  EEtthhiiccss::  
AAnn  EEtthhnnooggrraapphhiicc  SSttuuddyy  
ooff  aa  DDaattaa  AAnnnnoottaattiioonn  
TTeeaamm  ffoorr  aa  NNoovveell--
GGeenneerraattiinngg  AAII
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11.. IInnttrroodduuccttiioonn:: DDFFCC  LLaabb

22.. TThhee  EEtthhiiccss  ooff  GGeenneerraattiivvee  AAII::  FFrroomm  CCooppyyrriigghhtt  CCoonncceerrnnss  ttoo  DDaattaa  EExxttrraaccttiivviissmm

33.. TThhee  ““CCoorrppuuss  TTeeaamm””  aatt  DDFFCC  LLaabb

44.. AAffffeecctt  iinn  tthhee  ““CCoorrppuuss  TTeeaamm””

55.. TTeecchhnnoo--AAffffeecctt  aanndd  AAII  EEtthhiiccss

66.. CCoonncclluussiioonn::  RReetthhiinnkkiinngg  AAII  EEtthhiiccss
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IInnttrroodduuccttiioonn::  DDeeeeppFFiiccttiioonn CCoonnvveerrggeennccee  LLaabb

A Convergence Study for Deep-Learning-Based AI Fiction Generation with Human in the Loop
Supported by the National Research Foundation in South Korea (2023-2026)

• MMuullttii--ddiisscciipplliinnaarryy  AAII  rreesseeaarrcchh  tteeaamm  lleedd  bbyy  aann  EEnngglliisshh  lliitteerraattuurree  sscchhoollaarr
- One telecommunications engineer (in charge of Model A)
- One computer scientist (in charge of Model B)
- Three scholars of English Literature
- One scholar of Linguistics
- Two scholars in digital humanities
- One STS scholar (myself) as ”embedded” ethnographer

MMooddeell  BB::  SSttrruuccttuurraalliisstt  NNoovveell--GGeenneerraattiinngg  AAII

• WWhhaatt  MMaakkeess  aa  NNoovveell??

- According to structuralist theory, a novel must contain a narrator and a focalizer.

- As the PI notes, current AI-generated texts may appear to have narrative perspective, but this is merely

“an illusion created by large language models,” or “a magic of language,”

• GGooaallss  ooff  tthhee  DDFFCC  LLaabb  ((MMooddeell  BB))

- To develop an AI model trained on data annotated with structural narrative elements, such as plot, character, 
emotion, perspective, and setting
- To write "good novels" based on structuralist(humanistic) knowledge, rather than relying on the illusions 
created by current LLMs

- To build a high-quality, semantically rich corpus for training novel-writing AI systems
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TThhee  CCoorree  ooff  GGeenneerraattiivvee  AAII  EEtthhiiccss::  TTrraaiinniinngg  DDaattaa

• GGeenneerraattiivvee  AAII  eetthhiiccss  aanndd  ccooppyyrriigghhtt  iissssuueess

- Ethical concerns around generative AI have primarily focused on bias, discrimination, and hate speech.

- The emergence of LLM-based generative AI led to earlier discussions on copyright for AI-generated outputs.

- Technical importance of training data copyright: the autoregressive nature of LLMs (Franceschelli & Musolesi, 
2023)

• FFrroomm  ccooppyyrriigghhtt  ttoo    ddaattaa  eexxttrraaccttiivviissmm

- Paying royalties or invoking fair use provisions is not enough!

“Everything is treated as data to be fed into a function and absorbed to improve technical performance. This is the 
central premise of the ideology of data extractivism.” (Crawford, 2021: 121)

TThhee  ““CCoorrppuuss  TTeeaamm”” aatt  DDFFCC  LLaabb

• TTeeaamm  mmeemmbbeerrss
- Majoring in literature (mostly English and 
Korean literature) at top-tier universities in South 
Korea.
- Usually 7–9 members: 2 men and 5+ women
• TTwwoo  mmaaiinn  ttaasskkss  ooff  tthhee  CCoorrppuuss  TTeeaamm
- Character personality annotation
- Plot annotation. 
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DDaattaa  AAnnnnoottaattiioonn  bbyy  TThhee  ““CCoorrppuuss  TTeeaamm””

• CChhaarraacctteerr  ppeerrssoonnaalliittyy  aannnnoottaattiioonn ttaasskkss
1) Reading novels
2) Identifying the main characters
3) Analyzing their personalities using a psychological personality taxonomy called X (a 
pseudonym)
4) Scoring character personalities on numerical scales (-3~+3) according to X
• PPlloott  aannnnoottaattiioonn  ttaasskkss
1) Identifying ten elements of a novel's plot
2) Classifying each unit of the novel according to its plot element
3) Selecting a representative sentence from each unit that reflects the assigned plot element

AAnnxxiioouuss  DDaattaa  AAnnnnoottaattoorrss

“Since the AI wouldn’t adjust to me, I had to adjust to it. I was suddenly asked to build a completely 
new kind of relationship with literary texts—one that felt unfamiliar and unnatural. I experienced a 
surge of anger and frustration: This isn’t right. As someone who has trained in literary studies, I’ve 
gone through a painful, rigorous process to internalize how to engage deeply with texts. But now I had 
to disregard all of that and relate to literature in a fragmented and superficial way. I kept asking 
myself: Is this okay? Isn’t this lacking and inaccurate compared to how I’ve been taught to read 
literature? Because this was an entirely new experience for me, I initially felt overwhelmed by 
negative affects.”

VS. the initial "great expectations”

: Joined the team seeking to bring humanistic experimentation into the heart of AI development
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AAlliiggnnmmeenntt  bbeettwweeeenn  DDaattaa  AAnnnnoottaattoorrss  aanndd  DDaattaa

“I realized where I needed to compromise, and that changed my mindset. It wasn’t so much that I had to 
unilaterally change myself; rather, I found a point within the collaboration with AI that felt like the best possible 
outcome.”

“Just as food labels show the origin of their ingredients, I believe AI data should indicate its source too. Data 
needs origin labeling. It's a way of respecting the bodies of data workers. Only when such aspects are considered 
can we build trustworthy and ethical AI.”

“It was an opportunity to rethink distant reading. I appreciated being able to step back and relativize close reading, 
which had become overly canonized.”

“It’s not a fundamentally failed project.”

“Whenever I meet my friends from engineering, I say, ‘Aren’t you scared AI might replace you? I’m not—because 
I’m in the humanities.’”

TTeecchhnnoo--AAffffeecctt aanndd  AAII  EEtthhiiccss((11))

• “Techno-affect” (Amrute, 2019)

“…an intense attachment that produces aann  aalliiggnnmmeenntt  bbeettwweeeenn  aa  ssppeecciiffiicc  tteecchhnnoollooggiiccaall  ffoorrmmaattiioonn  aanndd  aa  ppaarrttiiccuullaarr  
kkiinndd  ooff  ssuubbjjeecctt..(Amrute, 2023: 180)”

E.g., elite Indian women programmers in the U.S. adapt to shifting immigration and labor regimes while 
shouldering emotional burdens—often leading to affective states close to depression

• “Techno-ethics” activated through “techno-affect” (Amrute, 2019)

- Attending to how technologies and subjects align and realign enables ethical practices that critically evaluate 
socio-technical realities and imagine alternative futures

- “Mess and emotion” in algorithmic audits (Keyes & Austin, 2022)

- “Aspirations in data annotation” in ethical AI (Wang, Prabhat & Sambasivan, 2022)
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TTeecchhnnoo--AAffffeecctt  aanndd  AAII  EEtthhiiccss((22))

• ““VViirrttuuee  EEtthhiiccss””  ((HHaarrrriiss,,  22000088))

- Limitations of rule-based and preventive ethics

- Emphasis on both technical and non-technical virtues: socio-technical sensitivity, respect for novels, and commitment 
to the public good

• ““EEtthhiiccss  ooff  CCaarree””  ((GGrraayy  &&  WWiitttt,,  22002211))

“…as text researchers we learned to treat the texts with care, as living data with consequences for individuals rather than 
purely as data items abstracted from producers, receivers, social practices and consequences.” (Leedham et al., 2021: 5)

• BBeeyyoonndd  tthhee  EELLSSII  MMooddeell

- Not an ethics that lags behind technology or merely cleans up its problems

- Not a “clean-up” or “catch-up” model of ethics

CCoonncclluussiioonn::  RReetthhiinnkkiinngg  AAII  EEtthhiiccss

• AAII  EEtthhiiccss  aass  EEtthhiiccoo--OOnnttoo--EEppiisstteemmoollooggyy  ((BBaarraadd,,  22000077))

: Ethics are not an add-on to matter but are already embedded in the very process of mattering.

• AAII  EEtthhiiccss  aass  ““SScciieennccee  wwiitthh  EEtthhiiccss””

“Ethics are proactive to and constitutive of science; they are ‘at the heart of innovation itself.’” 
(Thompson, 2013: 221)

• AAII  EEtthhiiccss  aass  aa  PPoolliittiiccss  ooff  CCaarree  ((PPuuiigg  ddee  llaa  BBeellllaaccaassaa,,  22001177))

- An ethics that includes the “neglected things” (Puig de la Bellacasa, 2011)

- My ethnographic study is a form of response-ability to the indispensable yet invisible labor behind 
AI production
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Jieun Lee (Yonsei University) 

Predicting or Tracing?
Rethinking Care and Gendered AI Imaginaries in 
Elder Care

Gender and AI?
Existing feminist critiques

• Bias 

- in training data and of 

algorithms

- reproduction of 

discrimination and 
intensiÞcation of 
injustice


• Gendering of AI agents

- reinforcing gender 

stereotypes


• Women in AI


• AI and women’s labor
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• How gendered imaginaries of AI shape the current endeavors to 
utilize AI in elder care


• Surveillance and artiÞcial sociality: How AI in elder care enacts a 
bifurcated model of care and how it reßects and reinforces 
gendered imaginaries of AI and care


• Prediction as a shared modality of treating care-related data


• From predicting to tracing: What might become possible if we 
treat data not as cues for prediction, but traces of people’s lives 
in their ongoingness

Predicting or Tracing

Surveillance and ArtiÞcial Sociality in Elder Care
119 and Companions

Protecting the elderly from lone death

Emotional support by friendly machines
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Control Center
Surveillance as a means 
of technocratic care

• Detecting emergency cues

- behavioral, verbal, vital 

- detecting “anomaly”

- delegating care tasks to 

relevant actors

- predicting future risks


• Surveillance AI

- work as an omniscient eye, 

without being present in 
people’s everyday life


- cognitive and managerial 
work in care


- relation to the state authorities

- (roles and institutions 

historically coded as 
masculine)

Companions
Communicative AI 
Conducive To Surveillance

• ArtiÞcial sociality

- simulated intimacy

- friendly appearances 

(often feminized and/or 
young)


- “emotional support”

- (conventionally coded as 

feminine)


• User engagement

- “natural” conversation 

expected (→adopting 
generative AI)


- necessary condition for 
effective surveillance



388 2025 International Conference 

• Bifurcation of care


• Surveillance and protection: managerial work, cool, cognitive, 
and surveilling sensors and decision-making brains


• Communicative and intimate (artiÞcial) sociality: warm, caring 
voices and touches 


• Corresponds to the gendered imaginaries of AI and Care


• What do they share, and what aspect of care is missing here?

in AI-Driven Elder Care
Surveillance vs. Artificial sociality

Prediction
as a shared modality

• Prediction

- Surveillance AI: predicting 

the future risk from the 
data about the elderly’s 
present condition


- Communicative AI 
(powered by generative 
AI): generate sentences 
by predicting the next 
likely word to simulate 
emotional support 


• Data as a cue for immediate 
response

- Short temporal horizon for 

the data’s “signiÞcance”
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Caring and knowing
• (Human) Caregivers


- the elderly’s everyday life, 
past history, desires, 
concerns, and longings, as 
well as health conditions


- visits, observations, and 
conversations


- the signiÞcance of these 
details, remembered by 
caregivers, change over time 


• care as knowledge-generating 
practice

- about the person

- about how to care

- about the general conditions

“What day is it?”
From Predicting to 
Tracing

• A banal question repeated

- won’t catch the 

surveillance AI’s attention

- but be responded by the 

communicative AI 
without affecting the AI


• Asking different questions 
to understand

- the person

- what’s going on 

throughout the day

- what it is like to live with 

dementia
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- AI as a collaborator for care 
- Data as traces for people 
- Technology for care, curiosity, and 
openings rather than closures 
- Speculative endeavors without certainty

Thank you! 
Jieun Lee(jieunleeh@yonsei.ac.kr)
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Flexible Labor
From Keypunch Labor in the 1960s 

to Modern AI Data Labeling

Heewon Kim
Hanyang University

May 28, 2025

The Messiness of Data Work

• Data work (generating, annotating, and verifying data) essential for 
sustaining Artificial Intelligence (AI)
• Criticized for reproducing discriminatory decisions based on 

“biased data”
- The industry striving to fix the problem through better models and 

datasets
- The fundamental problem of outsourced data production as a 

manifestation of centuries-old coloniality (Postada, 2022)

2
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Overcoming presumptions of center-periphery in the information 
economy
Situating South Korea’s keypunch export within the long dureé of 
outsourced digital labor
- How did the South Korean government and private sectors reconfigure 

flexible labor to meet export demands? 
- What types of training, gendered assumptions, and infrastructures were 

involved in South Korea’s keypunch labor exports?
- How did this reflect the nation-state’s strategic engagement with the 

emerging global information economy?

Research Theme and Questions

3

AI Learning From Humans. Many Humans
New York Times, Aug 16, 2019

4
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Data Labelers in the AI Supply Chain

Time article on the Outsourcing 
Company for OpenAI 
- Data for detecting toxic 

information
- Reading and labeling between 

150 to 250 texts in a nine-hour 
shift

- 2 dollars/hour, group therapy for 
psychological harm

5
January 18, 2023, Time

Data Labelers in the AI Supply Chain

Letter from data labeling outsourcing 
company tech workers in Kenya (for 
Facebook, Scale AI, Open AI) to President 
Biden on May 22, 2024

“Working conditions amounting to modern 
slavery.”
- Undermining local labor laws and justice 

systems
- Violating international labor standards

6
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Data Labelers in the AI Supply Chain

Data labeling startup in Nangongshi, China (November 25, 2018, New York Times)

AI operating on modularizing complex information tasks into low-
skill, routine, and invisible labor

Explained with the narrative of extractionism and exploitation

7

Keypunch Service in the 1970s

Punching and Verifying Punch Cards 
Keypunch service export in the South 
Korean export-oriented growth model
Considered as the foundation for the 
Software Industry in South Korea

8
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The Idle Labor Force

Electronic Data Processing System 
Development Plan (1969)
Keypunch service export
- Low wage 
- Desirable national character 

(Especially the idle labor force of 
Korean Women)

9

Turning the Idle Labor Force into Export Goods

10
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Turning the Idle Labor Force into Export Goods

11

Accuracy, calmness, patience, 
and diligence “known as 
women’s characteristics. The 
work is suited for women.”

“General characteristics of an 
office-type women (사무형여자)”

Feminizing the Data Work

Key Puncher’s Background and Work Ethics  (1974) 
12
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Feminizing the Data Work

21.6 years old on average

Key Puncher’s Background and Work Ethics  (1974) 
13

White Collar Women

Promoted as a pleasant job for 
female workers to work in clean 
offices

“While it may get loud occasionally, the 
ambiance in the room stays pleasant.”
“The machine is sensitive to its 
surroundings, ensuring optimal working 
conditions… It is perfect for women 
seeking a clean-air environment, a 
comfortable temperature, and tranquility.”

Key Puncher’s Background and Work Ethics  (1974) 
14



398 2025 International Conference 

Harsher Reality

• Eight hours per day, break times provided at intervals of one or two 
hours (severe eye strain and high levels of noise).
• 70% working 25 to 26 days per month, 20% working on Sundays

Key Puncher’s Background and Work Ethics  (1974) 
15

Harsher Reality

• Occupational disease 
- 3.3m2 space, a single keypunch 

machine, a chair, and a small work 
table
- Hearing and vision impairments 

are expected
- Musculoskeletal problems
- Neurological disorders
- 70% of workers reporting pain

Key Puncher’s Background and Work Ethics  (1974) 
16
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Harsher Reality

Key Puncher’s Background and Work Ethics  (1974) 

Only 8.8% would recommend the work 
to their younger sister.

Only 7.0% hoped to continue working 
as a keypunch operator after getting 
married.

17

Conclusion

• Keypunch labor in South Korea in the 1970s was deskilled and 
feminized.
• The work was framed as a national asset and a stepping stone 

toward technological modernization and economic development.
• This historical case complicates the dominant narrative of 

outsourced labor as a simplistic extension of colonial extraction.
• Calls for a thorough analysis of how AI data labeling is shaped, 

facilitated, and legitimized in developing countries, leveraging 
their human labor as a source of exportable goods. 

18
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Thank you 
heewon.kim09@gmail.com

19
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